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Policy Gradient Learning 

• Idea: policy 𝜋𝜃 gives us average value 𝐽𝑎𝑣𝑉(𝜃)

• Approximate 𝛻𝜃𝐽𝑎𝑣𝑉(𝜃) by following policy 𝜋𝜃, 
keeping track of the rewards, and computing a 
weighted sum of 𝛻𝜋𝜃(𝑎|𝑠), and perform gradient 
ascent
• 𝜃 ← 𝜃 + 𝛼𝛻𝜃𝐽𝑎𝑣𝑉(𝜃)
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“Evolutionary” strategy

• Perturb 𝜃 n times by adding Gaussian noise to it 
(“produce n mutations”) to obtain 𝜃1, 𝜃2, … , 𝜃𝑛

• Follow 𝜋𝜃1 , … , 𝜋𝜃𝑛, and keep track of the rewards

• Obtain a new 𝜃 that’s a combination of 𝜃1, 𝜃2, … , 𝜃𝑛, 
weighted by the rewards (“evolve 𝜃”)

• Repeat

• Easy to parallelize (follow different policies on different 
CPUs)

• Similar to computing the gradient using finite 
differences
• Vary 𝜃, try it, adjust 𝜃 according to how this went

3



“Evolutionary” strategy
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