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Convolutional Layer
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Convolutional Layers Summary Again
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(1x1 convolutions?)
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Pooling Layer
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Pooling Layer
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Fully-Connected Layer

• Contains neurons that connect to the entire lower 
year, as in ordinary neural networks
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LeNet-5 (Yann LeCun et al, 1998)
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LeNet-5 errors
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LeNet Performance
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Large Scale Visual Recognition Challenge

• About one million images, 1000 object categories in 
the training set

• Task: what is the object in the image
• I.e., classify the image into one of 1000 categories

• Evaluation: is one of the best 5 guesses correct?
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Human Performance on ImageNet

• http://karpathy.github.io/2014/09/02/what-i-
learned-from-competing-against-a-convnet-on-
imagenet/

• 5.1% error (i.e., none of the 5 guesses the person 
makes are correct)

• Try it yourself!
• http://cs.stanford.edu/people/karpathy/ilsvrc/
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Dogs Are Hard to Classify!
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AlexNet (Krizhevsky et al. 2012)
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GoogLeNet (Szegedy et al, 2014)

• 6.7% error on ImageNet
• State of the Art (at the time)

• Close to human performance

• A very deep net 

• Several Neat Tricks
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A Heterogeneous Set of Convolutions
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• Apply filters of several sizes so as to capture invariances at different scales
• Concatenate all the filters
• (Note: could always use 5x5 filters, but that’s expensive, and hard to learn)
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Inception Module: Basic Idea (doesn’t work, too many features)

• Do max-pooling directly too in case convolution not 
needed

• Super expensive if we want a decent number of filters 
in each layer
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Inception Module
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Inception Module

• The 1x1 convolutions at the bottom of the module 
reduce the number of inputs by a factor of

𝑑𝑒𝑝𝑡ℎ 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟

𝑁. 𝑜𝑓 1𝑥1 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠

• Decreases computation cost dramatically
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Inception

9 Inception modules
Convolution
Pooling
Softmax
OtherNetwork in a network in a network...



Look Closer

• Softmax outputs in the middle of the network, the same as at 
the top
• Encourage the network to learn features that are useful for classification in the 

middle



Inception

Width of inception modules ranges from 256 filters (in early modules) to 1024 in top 
inception modules.

Can remove fully connected layers on top completely

256 480 480
512

512 512
832 832 1024



Inception

Width of inception modules ranges from 256 filters (in early modules) to 1024 in top 
inception modules.

Can remove fully connected layers on top completely

Number of parameters is reduced to 5 million

256 480 480
512

512 512
832 832 1024

Computional cost is increased by 
less than 2X compared to 
Krizhevsky’s network. (<1.5Bn 
operations/evaluation)
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Aside: ConvNets vs. Monkeys

• Extract the features (neuron activities) from the 
Inferior Temporal Cortex of Rhesus Macaques when 
the monkeys are looking at images

• Extract features from the top layers of ConvNets
when the ConvNets are looking at images

• Use both sets of features to classify images
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