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Question 1. [10 marks]

Draw a design of a small neural network that takes in two inputs, x1 and x2, and outputs a number close
to 1 if x1 < 0 and x2 < 0 and a number close to 0 if x1 > 0 and x2 > 0. You may only use sigmoid
activation functions. Include the weights you used. Briefly explain why your network computes what it’s
required to compute.
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Question 2. [15 marks]

In this question, we are considering generating a dataset, which will then be randomly split into a test set
and a training set. The dataset will consist of N 2-dimensional vectors, with each vector having the label
0 or 1.

Part (a) [5 marks]

Describe a dataset for which 3-Nearest-Neighbours will perform substantially better than Linear Regression
on the test set. Explain your reasoning.

Part (b) [5 marks]

Describe a dataset for which Linear Regression will perform better than a one-hidden-layer neural network
on the test set. Explain your reasoning.
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Part (c) [5 marks]

Describe how to generate a dataset on which a 5-hidden-layer neural network could be expected to perform
bettern than a single-hidden-layer neural network (if trained appropriately.) Explain your reasoning. Use
pseudocode to accompany your description of how to generate the dataset.
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Question 3. [20 marks]

Consider the Convolutional Neural Network below.

𝑥1 … …𝑥20 𝑥119… … … … … … …

CONV1 (1 feat. Map)

MEDIANPOOL1

FC1 (20 units)

z

𝑊𝐶

𝑊𝑀

𝑊𝐹

stride: 1, filter size: 2x1, pad: 1  

stride: 3, spatial extent: 3 

The network takes in an input of dimension 119 × 1, and its output is of dimension 1 × 1. The network
consists of the input layer X (with a 0-pad of witdth 1), a convolutional layer CONV1 which consists of one
feature map with a 2×1 filter which uses the ReLU nonlinearity, a median-pooling layer MEDIANPOOL1,
a fully-connected layer FC1 which uses a ReLU nonlinearity, and an output layer Z of size 1× 1, which is
fully connected to the FC1 layer and uses a sigmoid nonlinearity. Recall that σ′(t) = σ(t)(1− σ(t)).

Denote the weight that connects the i-th unit in FC1 to Z by WF
i and the bias for Z by bF . Denote

the weight that connects the j-th unit in MEDIANPOOL1 to the i-th unit in FC1 by WM
ji and the bias of

the i-th unit in FC1 by bMi . Let WC = [WC
1 ,W

C
2 ] and the bias for the CONV1 layer be bC .

A unit in a median-pooling layer outputs the median value of the neurons in its receptive field (i.e., the
neurons connected to the unit).

Part (a) [4 marks]

How many parameters (i.e., values that specify how the network computes its output) are there in this
network? Briefly show your work.
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Let the training set inputs beX = [X(1), X(2), ..., X(N)] and the expected outputs be Y = [Y (1), Y (2), ..., Y (N)].
Let the outputs of the layers in the network be denoted using c(X(i)), m(X(i)), f(X(i)), and z(X(i))

for the CONV1, MEDIANPOOL1, FC1, and Z layers, respectively (you may use notation such as zi, fj ,
etc.). You may use those without explicitly telling us how to compute them.

The cost function is

cost(X,Y ) =
∑
n

cost(X(n), Y (n)) =
∑
n

(−Y (n) log(z(X(n)))− (1− Y (n)) log(1− z(X(n))).

Part (b) [8 marks]

Compute ∂Cost/∂WM
ji , for the entire training set. Show the details of the computation. Use Backpropa-

gation to obtain the final answer: show how you would compute the gradients layer-by-layer. You
may not use matrix multiplication in your answer.
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Part (c) [8 marks]

Compute ∂Cost/∂WC
1 , for the entire training set. Show the details of the computation. Note: the padding

is significant. Use Backpropagation to obtain the final answer: show how you would compute the
gradients layer-by-layer. You may not use matrix multiplication in your answer.

Page 13 of 28 Student #: over. . .



Use this page for rough work—clearly indicate any section(s) to be marked.

Page 14 of 28 cont’d. . .



APRIL 2017 Final Examination CSC 411 H1S

Question 4. [10 marks]

Describe how to learn word2vec vectors using negative sampling. Be specific. Use pseudocode. You do not
need to compute any gradients, but you do need to specify which gradients need to be computed.
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Question 5. [10 marks]

A Mixture of Gaussians model is defined using

mus = np.array([[0, 5], [1, 1]])

sigmas = np.array([ [[1, 0],

[0, 2]],

[[2, 0],

[0, 3]]])

pis = np.array([0.2, 0.8])

Write code to generate ten datapoints using the model. To generate random numbers, you may only
use the following function, which returns one float.

def rnorm(loc, scale):

"""Return an a sample from the normal

distribution N(mu=loc, sigma=scale)

loc and scale are both floats"""
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Question 6. [15 marks]

Write code that uses the Metropolis algorithm to fit a linear regression model to the data (xraw, y), and
to then output the predictions using this model for the data x_new. Your code’s output should be the
predictions made for xnew. You can use the supplied functions. Assume that the data is generated using
y ∼ N(axraw + b, σ2) for σ2 = 4, and that the prior for the unknown parameters a and b is N(0, 1). You
should use a Guassian distribution as the proposal distribution. The probability density function of a

univariate Gaussian distribution is 1√
2πσ2

exp(−(x−µ)
2

2σ2 ). Annotate the code to show what you are

doing.

x_raw.shape == (20,)

x = vstack(( ones_like(x_raw),

x_raw,

))

y.shape == (20,)

x_new.shape == (30,)

def loglik(x, mu, sigma):

return sum(-.5*log(2*pi*sigma**2)-(x-mu)**2/(2*sigma**2))

def rnorm(loc, scale, size):

"""Return an array of size independent samples from the normal

distribution N(mu=loc, sigma=scale)"""
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Question 7. [20 marks]

We would like to use REINFORCE to train an agent that plays Rock Paper Scissors against the computer.
The game is played as follows: both the agent and the computer pick an action from the set {0, 1, 2}.
The reward is +1 if the tuple of (agent, computer) actions is one of (0, 1), (1, 2), or (2, 0). The
reward is −1 if the tuple of (agent, computer) actions is one of (1, 0), (2, 1), or (0, 2). The reward
is 0 otherwise. (For simplicity, we substitute the integers 0, 1, 2 for Rock, Paper, and Scissors from the
familiar game.)

The computer is using an unknown strategy. For a computer action ct−1, taken at time t−1, the policy
function that defines the probability of agent action at is

π(at = a|ct−1) = pa,ct−1 .

That is, the policy function is parametrized using 9 coefficients. You may use the function rps(act)

as follows:
computer_act, reward = rps(act)

The function takes in the agent’s action, and returns the computer’s action and the reward the agent
gets (so that you do no need to compute the reward yourself). For reference, the Policy Gradient Theorem
is:

∇η(θ) =
∑
s

dπ(s)
∑
a

qπ(s, a)∇θ(a|s, θ).

The REINFORCE algorithm is as follows:

Repeat

Generate an episode S0, A0, R1, ..., ST−1, AT−1, RT , following π(·|·, θ)
For each step of the episode t = 0, ..., T − 1:
Gt ← return from step t
θ ← θ + αγtGt∇θ log π(At|St, θ)

Write pseudocode to use REINFORCE to learn the parameters of the policy function. Make clear how
you obtained that pseudocode. You must provide all the details of the computation of each variable, and
you must provide all the necessary derivations in your answer. You do not need to justify the REINFORCE
algorithm itself. Please start your answer on the next page. Neatness and logical structure count!.
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