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Do deep nets generalize?
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Do deep nets generalize?
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Clever Hans: a metaphor for 
machine learning?
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Distribution shift

• One source of trouble: the test inputs might come 
from a different distribution than training inputs 
• Often especially problematic if the training data has 

spurious correlations
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Distribution shift

• Medical imaging: different hospitals have different 
machines 
• Even worse, different hospitals have different positive 

rates (e.g., some hospitals get more sick patients)

• Induces machine      label correlation 

• Selection biases: center crop, canonical pose, etc.

• Feedback: the use of the ML system causes users to 
change their behavior, thus changing the input 
distribution 
• Classic example: spam classification
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Calibration

• In this context: the predicted probabilities reflect 
the actual frequencies of the predicted events
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Calibration

• In-distribution predictions (i.e., predictions on 
samples from the training set) are usually not 
calibrated, but there are methods to improve 
calibration

• Typically, models give confident but wrong 
predictions on out-of-distribution inputs
• Models are typically trained on examples where the 

outputs are 1 or 0
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Adversarial examples
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Adversarial examples: overview

• It’s not just for gibbons. Can turn 
basically anything into anything 
else with enough effort 

• It is not easy to defend against, 
obvious fixes can help, but 
nothing provides a bulletproof 
defense (that we know of)

• Adversarial examples can 
transfer across different 
networks (e.g., the same 
adversarial example can fool 
both AlexNet and ResNet) 

• Adversarial examples can work 
in the real world, not just special 
and very precise pixel patterns

• Adversarial examples are not 
specific to (artificial) neural 
networks, virtually all learned 
models are susceptible to them
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A problem with deep nets?
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Is it due to overfitting?

• The mental model:
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Is it due to overfitting?

• Overfitting hypothesis: because neural nets have a 
huge number of parameters, they tend to overfit, 
making it easy to find inputs that produce crazy 
outputs
• If this were true, we would expect different models to 

have very different adversarial examples (high variance)
• This is conclusively not the case

• If this were true, we would expect low capacity models 
(e.g., linear models) not to have this issue
• Low capacity models also have this

• If this were true, we would expect highly nonlinear 
decision boundaries around adversarial examples
• This appears to not be true
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Linear models hypothesis

• Linear models hypothesis: because neural networks 
(and many other models!) tend to be locally linear, 
they extrapolate in somewhat counterintuitive 
ways when moving away from the data
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Linear models hypothesis

• Consistent with transferability of adversarial 
examples

• Consistent with this not being an issue of 
overfitting
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Linear models hypothesis
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Real-world adversarial examples
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Human adversarial examples?
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Human adversarial examples?
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Adversarial examples and 
generalization
• Linear hypothesis is relevant not just for adversarial 

examples, but for understanding how neural nets 
do (and don’t) generalize

• When you train a model to classify cats vs. dogs, it 
is not actually learning what cats and dogs look like, 
it is learning about the patterns in your dataset
• From there, it will extrapolate in potentially weird ways 

• Basic idea: neural nets pay attention to “adversarial 
directions” because it helps them to get the right 
answer on the training data!
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Summary

• Neural nets generalize very well on tests sets drawn from 
the same distribution as the training set 

• They sometimes do this by being a smart horse 
• This is not their fault! It’s your fault for asking the wrong question

• NNs are often not well-calibrated, especially on out-of-
distribution inputs

• A related (but not the same!) problem is that we can almost 
always synthesize adversarial examples by modifying normal 
images to “fool” a neural network into producing an 
incorrect label

• Adversarial examples are most likely not a symptom of 
overfitting 
• There is reason to believe they are actually due to excessively linear 

(simple) models attempting to extrapolate + distribution shift
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Adversarial attacks

23



Fast gradient sign method (FGSM)
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A more general formulation

• Attack:
𝑥∗ ← 𝑎𝑟𝑔𝑚𝑎𝑥𝑥′:𝑅 𝑥,𝑥′ ≤𝜖𝐿𝜃(𝑥

′, 𝑦)

• Use a Lagrange multiplier:

𝑥∗ ← 𝑎𝑟𝑔𝑚𝑎𝑥𝑥′𝐿𝜃 𝑥′, 𝑦 − 𝜆𝑅(𝑥, 𝑥′)
• Choose 𝜆 heuristically, or optimize alternately for 𝑥′ and 
𝜆
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Transferability of adversarial 
attacks
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Zero-shot black-box attack
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Finite differences gradient 
estimation
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Defending against adversarial 
attacks
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