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Beyond observational measures

• Want to model the causal structures directly, and 
eliminate consideration of the causes of 
discrimination

• Requires very strong modelling assumptions
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Counterfactual Fairness

• Require 

𝑃 𝐶 = 1 𝑋 = 𝑥, 𝑑𝑜 𝐴 = 0 = 𝑃 𝐶 = 1 𝑋 = 𝑥, 𝑑𝑜 𝐴 = 1

A is the sensitive characteristic

• Interpretation: treat person with characteristic A=0 the 
same as you would treat that person with the characteristic 
changed to A=1

• Not the same as anti-classification/fairness through 
unawareness!
• In general, if A affects X, the probability P(C=1) will change if we 

apply do(A=0)
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Counterfactual Fairness: Red Car
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Red 
Car

Accidents

• No direct relationship between Gender and Accidents, but Gender and 
Aggressiveness both cause driving red cars

• If we use Red Car as a variable (or any other variables that Gender causes, 
directly or indirectly), our estimates will in general not satisfy counterfactual fairness

𝑃 𝑅𝑒𝑑𝐶𝑎𝑟 = 1 𝑑𝑜 𝐺𝑒𝑛𝑑𝑒𝑟 = 1 , 𝐸𝑥𝑝 ≠ 𝑃 𝑅𝑒𝑑𝐶𝑎𝑟 = 1 𝑑𝑜 𝐺𝑒𝑛𝑑𝑒𝑟 = 0 , 𝐸𝑥𝑝

• (But we can fix this by considering Gender as an input as well)

• We are setting insurance rates
• Want to be counterfactually fair 

w.r.t. gender
• Aggressivness and Gender are 

both related to driving a red car
• Aggressiveness is related to risk 

of accidents
• Cannot measure 

aggressiveness directly

Experience



Counterfactual fairness: recipe

• Idea: in a causal graph, exclude any node that’s 
caused directly or indirectly by the sensitive 
characteristic

• This implies counterfactual fairness
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Predicting The Final Year Average 
in Law School
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• Infer K for each individual
• Now can use K as predictor of success
• Idea: for an individual, the prediction will be the same in the actual world, and 

in a counterfactual world where they have different demographics
• Requires a causal model of the world



Counterfactual Fairness

• Somewhat analogous to 
demographic parity: want the 
same success rate to be the 
same for individual regardless 
demographics (basically)
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Predicting The Final Year Average in 
Law School: What’s wrong with this 
picture?
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(Opinionated) Conclusions

• Most fairness measures are not compatible
• Should always consider various fairness criteria when 

designing/deploying opaque systems
• Observational fairness criteria are all questionable and 

incompatible – more about posing questions than 
answering them

• Tension between requiring calibration (same scores 
mean the same thing for everyone), considering group 
effects and feedback effects, and considering label and 
inputs bias

• Causal fairness is the right thing to do if we understand 
all the mechanisms that generate all the data. But we 
don’t
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• George D.: “Part of the field is about answering the 
question "How do we make sure no one ever uses 
logistic regression to sentence or convict people" or 
something equally problematic. So work like this: 
https://arxiv.org/pdf/1810.03993.pdf”
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https://arxiv.org/pdf/1810.03993.pdf?fbclid=IwAR0YbuoDydHzbHLY2Jd6i6AdESOLUUW4TESK3CziP9U0I8UQDqyqJfuUfFI
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