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One-Hot Encoding for Inputs and 
Outputs
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Multilayer Neural Network for 
Classification

input vector (x)

hidden 

layer

outputs
𝑜1

𝑜𝑖 is large if the 
probability that the 
correct class is i is high 

𝑜2 𝑜3

A possible cost function:
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𝑦 𝑖 ′𝑠 encoded using one-hot 
encoding
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Softmax

• Want to estimate the probability 𝑃 𝑦 = 𝑦′ 𝑥, 𝜃
• 𝜃: network parameters
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softmax

𝑝1 𝑝2 𝑝3 𝑝𝑖 =
exp(𝑜𝑖)

σ𝑗 exp(𝑜𝑗)
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Softmax

• 𝑝𝑖 =
exp(𝑜𝑖)

σ𝑗 exp(𝑜𝑗)
can be thought of as probabilities

• 0 < 𝑝𝑖 < 1

• σ𝑗 𝑝𝑗 = 1

• This is a generalization of logistic regression

• (For two outputs, 𝑝1 =
exp(𝑜1)

exp 𝑜1 +exp(𝑜2)
=

1

1+exp(𝑜2−𝑜1)
)
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Cost Function: −σ𝑗 𝑦𝑗𝑙𝑜𝑔𝑝𝑗

• Likelihood (single training case): 𝑃(𝑦𝑗 = 1; 𝑥|𝑤)
• The probability for 𝑦𝑗 = 1 that the network outputs with 

weights w

• The likelihood of 𝑦 = (0,… , 0, 1, 0, 0, … , 0) is 𝑝𝑗, 
where j is the index of the non-zero entry in y

• Same as Π𝑗𝑝𝑗
𝑦𝑗

• Negative log-likelihood (single training case)

• −σ𝑗 𝑦𝑗𝑙𝑜𝑔𝑝𝑗
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Vectorization
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• 𝑜𝑖 = 𝑔 σ𝑗 𝑊
2,𝑗,𝑖 ℎ𝑗 + 𝑏(2,𝑗)

• So o = 𝑔 𝑊(2) 𝑇
ℎ + 𝑏(2)

• Similarly, h = 𝑔 𝑊(1) 𝑇
𝑥 + 𝑏(1)
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