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Abstract 

In the last several years, a number of papers 
have addressed the area of automatic speech 
summarization. Many of them have applied 
evaluation metrics adapted from those used in 
speech recognition research, rather than from 
those used in text summarization. We consider 
whether ASR-inspired evaluation metrics pro-
duce different results than those taken from text 
summarization, and why. We evaluate various 
standard summarizers as well as our own sys-
tems on a subset of the SWITCHBOARD spo-
ken dialogue dataset with both kinds of metrics. 
We find a statistically significant departure be-
tween the two classes in their relative rank of 
these systems.  Our preliminary conclusion is 
that considerably greater caution must be exer-
cised when using ASR-based measures than we 
have witnessed to date in the speech summari-
zation literature. 

Keywords: speech summarization, evaluation, 
sentence selection, extractive summarization. 

1. Introduction 

The goal of speech summarization is to distill impor-
tant information from speech data. Similar to text 
summarization, most current speech summarizers are 
extractive rather than abstractive, that is, they extract 
and present pieces of original speech transcripts or 
audio data as the output rather than rephrase or re-
write them. The pieces of audio to be extracted could 
correspond to words.  (Koumpis 02), for example, 
extracts important words from transcribed voicemail 
messages using classification algorithms. (Hori & 
Furui 03) extracts words from broadcast news by 
selecting a path that maximizes a predefined score. 
(Valenza et al. 99) extracts N-grams, as well as key-
words. 

The extracts could be sentences, too. Sentence se-
lection is useful. First, it could be a preliminary stage 
applied before word extraction, as proposed by (Ki-
kuchi et al. 03) in their two-stage summarizer. Sec-
ond, with sentence-level extracts, one can play the 
corresponding audio to users, as with the speech-to-

speech summarizer discussed in (Furui et al. 03).  In 
this paper, we will focus on sentence-level extraction, 
which at present appears to be the only way to en-
sure comprehensibility if the summaries are to be 
delivered as excerpts of audio themselves.  There are 
various methods proposed for sentence selection 
from speech transcripts, which will be discussed be-
low. 

Many of these summarizers are evaluated on pre-
cision/recall metrics, where a 0/1 value is assigned to 
each sentence by human judges, indicating whether 
this sentence should occur in the summary or not. 
This could be problematic, according to (Radev & 
Tam 03) and (Radev et al. 04), because, while there 
generally is a relatively high amount of interjudge 
agreement on which sentences are important, the 
selection of the top N% important sentences can still 
differ widely with respect to binary judgements. 
(Radev & Tam 03) proposes using relative utility 
(RU) instead to evaluate text summarizers. In this 
paper, we are interested in whether different evalua-
tion metrics affect speech summarizers in the same 
way, and if so, why. We evaluate several summariz-
ers as well as our own system on a spoken dialogue 
dataset with different evaluation metrics. We find a 
statistically significant departure between the two 
classes in their relative rankings of these systems.  

(Hori et al. 03) evaluates speech summarizers us-
ing several variations of the well-known word error 
rate (WER) and word accuracy measures from 
speech recognition, as well as BLEU scores, but 
comparisons to metrics used in text summarization 
are conspicuously absent.  Indeed, the best metric 
reported there, weighted summarization accuracy, is 
the only one that incorporates posterior weights that 
combine annotator preferences, in a manner reminis-
cent of RU (although the existence of RU itself may 
not have been widely known yet).  Several of the 
methods they compare, moreover, including 
weighted summarization accuracy, crucially rely on 
word-level extraction, which carries with it its own 
problems with comprehension, particularly if the 
summaries are to be delivered in audio.  (Zechner 00) 
considers sentence-level extraction from spoken lan-
guage transcripts, but also proposes a score (also 



called summarization accuracy) based on word accu-
racy. 

Our study also bears a certain similarity to (Radev 
et al. 03) in its motivation.  They introduce the rele-
vance correlation metric, which is based on inter-
substitutability of summaries in an information re-
trieval task.  Again, because we are focusing on 
speech rather than text, search and retrieval take on 
an altogether different complexity, and so we have 
not as yet adapted this metric to our purposes. 

The remainder of this paper is structured as fol-
lows: Section 2 discusses sentence-selection-based 
summarization of speech. Section 3 introduces the 
evaluations metrics used in this paper. Section 4 pre-
sents our experimental results. Section 5 discusses 
the results. 

2. Speech Summarization by Sentence 
Selection 

Having identified sentence boundaries, the most 
straightforward approach to sentence selection is to 
select the first N% of sentences from the beginning 
of the transcript. We refer to this strategy here as 
LEAD. The performance of LEAD is good on some 
datasets. However, LEAD serves more often as the 
baseline for evaluation, together with a summarizer 
that randomly guesses (RAND).  

As for state-of-the-art research, (Zechner 01) ap-
plies maximum marginal relevance (MMR) to select 
sentences for open domain spoken dialogue tran-
scripts. (Kikuchi et al. 03) selects sentences to 
maximize a predefined score that linearly combines 
linguistic, significance and confidence scores. 
(Maskey & Hirschberg 03) proposes using Bayesian 
networks to capture structural features so as to select 
important segments of speakers’ turns. (Gurevych & 
Strube 04) developed a shallow knowledge-based 
approach to extract the essential utterances from dia-
logue data also. (Christensen et al. 04) applies multi-
layer perceptron networks to one-sentence extractive 
summarization of broadcast news data.  

In our experiments, we reimplemented two of 
these approaches: MMR, as described in (Zechner 
01), and the shallow knowledge-based approach de-
scribed in (Gurevych & Strube 04). We refer to them 
as MMR and SEM respectively. In addition, we have 
implemented our own summarizers. We use SVM 
and logistic regression to include more features for 
sentence selection, which are referred to as SVM and 
LOG respectively in this paper. The remainder of 
this section discusses these summarizers briefly. 

2.1 Knowledge-based Approach 

(Gurevych & Strube 04) developed a shallow 
knowledge-based approach to extract essential utter-
ances from spoken dialogue transcription. To calcu-
late semantic similarity between a given utterance 
and the dialogue, the noun portion of WordNet is 
used as a knowledge source, with semantic distance 
between senses computed using (Leacock & 
Chodorow 98) normalized path length.  The per-
formance of the system is reported as better than 
LEAD, RAND and TF*IDF based methods. How-
ever, the noun senses were manually disambiguated 
rather than automatically. In our reimplementation, 
we simply use the most frequent sense of each noun. 
We applied Brill’s POS tagger to acquire the nouns. 
According to (Gurevych & Strube 04), several other 
widely used measures perform close to Leacock-
Chodorow for summarization on SWITCHBOARD 
data. The experiments reported below use (Pedersen 
02) semantic similarity package. 

2.2 MMR-based Approach 

(Zechner 01) applies maximum marginal relevance 
(MMR) to select sentences for open domain spoken 
dialogue transcripts. MMR selects sentences with the 
following formulae: 

MMR ranks sentences by their relevance. It selects 
the next unranked sentence into the rank according 
to two criteria: (1) whether it is more similar to the 
whole dialogue (Sim1 in the formula), and (2) 
whether it is less similar (Sim2) to the sentences that 
have so far been selected. Parameter linearly co m-
bines these two properties. In our experiment, the 
“query” is a vector for the content words of the spo-
ken dialogue to be summarized.  In (Zechner 01), 
MMR is combined with sentence boundary detection, 
false start detection, repetition filtering, detection of 
question-answering pairs, and topic segmentation.  

2.3 Classification-Based Approaches 

In our own methods, we also formulate sentence se-
lection as a binary classification problem. A sentence 
can either be included in a summary or not. We ex-
ploit more features, however, such as those shown in 
the following table: 
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Feature 
Types 

Features Descriptions 

Similarities Similarity (relevance) 
scores output from MMR  

Redundancy Redundancy (dissimilarity) 
scores output from MMR  
() Named  

Entity 
Indicate how many named 
entities are contained in this 
sentence.  

Content fea-
tures 

Question Indicate whether the sen-
tence is a question sentence 
or not.  

Position Indicate a sentence’s posi-
tion: in the first, mid-, or 
last one-third of the file 

Structural 
features 

Length Length of a sentence 
Disfluency Indicate disfluencies con-

tained in the sentence: UH-
word, discourse markers, 
editing term, etc. 

Spoken lan-
guage fea-
tures 

Repetition 
 

Indicate the number of 
repetitions in a sentence 

Table 1. Features used in classifiers 
 

Of the many classification methods we have experi-
mented with, the best two have consistently been 
SVM and logistic regression.  
 
2.3.1  SVM 

A support vector machine (SVM) is a supervised 
learning technique based on the principle of struc-
tural risk minimization. SVM seeks an optimal sepa-
rating hyperplane, where the margin is maximal. For 
linearly non-separable samples, SVMs employ the 
“kernel trick” to implicitly transform the problem to 
a high-dimensional feature space. The training of 
SVM solves a quadratic programming problem. In 
the testing phase, for an input example x, the deci-
sion function is: 
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In our experiment, we use OSU-SVM (Ma et al.) 
package. 
 
2.3.2 Logistic Regression 

Logistic regression strives to model the posterior 
probabilities of the class label with linear functions: 
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X are feature sets and Y are class labels. For the bi-
nary classification that we require in our experiments, 
the model is especially simple:  
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The detailed discussion can be found in (Hastie et al. 
01). 

3. Evaluation Metrics 

3.1   Precision /Recall 

Precision/recall and F-measure are standard evalua-
tion metrics for many NLP tasks. However, as 
pointed out in (Radev & Tam 03) and (Radev et al. 
04), they are not satisfactory.  As an example (taken 
from (Radev et al. 04)), consider two hypothetical 
summarizers, sys1 and sys2, which select two sen-
tences from four S1-S4, as shown in Table 2. The 
importance of these four sentences is annotated in 
both binary values and integers between 0 and 9. 
 

 Utility and binary 
annotation 

Sys1 Sys2 

S1 10 (+) + - 
S2 9 (+) - - 
S3 8 (-) + + 
S4 7 (-) - + 
Table 2. Examples for calculating precision/recall and 

relative utility score 

When evaluated on binary annotations and using 
precision/recall metrics, sys1 and sys2 achieve 50% 
and 0%, respectively; this is unintuitive.  
 
3.2 Relative Utility 

Relative Utility was first proposed by (Radev & Tam 
03), and aims to more closely match our intuition on 
such examples. For the above example, if using rela-
tive utility, sys1 gets 18/19 and sys2 gets 15/19. 
These results are more reasonable.   Relative utility 
is calculated based on the formulae in (Radev & 
Tam 03)  
  

While relative utility is, in our view, a very intui-
tive idea, some of the interpretations of its perform-
ance by (Radev & Tam 03) seem less than convinc-
ing.  The fact that J (inter-judge performance) ex-
ceeds the average inter-annotator agreement that 
they witness in their P/R evaluation, for example, 
certainly means that RU is measuring something dif-
ferent, but does not necessarily mean that RU is ac-
tually a better measure; the values obtained are 
higher than with P/R, but they are higher for all of 
the systems evaluated, including the random base-
lines.  In addition, J is not necessarily an upper 



bound on system performance, as J and S have been 
defined in that paper.  In our evaluation below, we 
find that RU makes roughly the same predictions as 
binary P/R measures.  This is also true of (Radev & 
Tam 03) evaluation.  As with our re-interpretation of 
their results, furthermore, we can only say that the 
two appear to be correlated - not that one is better 
than the other.  In our view, the only ways to support 
such a claim would be to conduct an independent 
human evaluation of the summaries themselves and 
compare, or likewise to compare them with some 
other extrinsic evaluation such as a task-based re-
trieval study. 

3.3  Word Error Rate 

The length of sentences in speech data could be very 
short or very long. In addition to evaluating the 
summarizers by regarding each sentence as a single 
unit, we also compare their performance at the word 
level. Word error rate as used in the experiments is 
defined as the sum of insertion error, substitution 
error and deletion error of words, divided by the 
number of all these errors plus the number of correct 
words.   

3.4  Zechner's Summarization Accuracy 

(Zechner & Waibel 00) proposes summarization 
accuracy scores to evaluate the summarizers on both 
manual and automatic transcripts. The judges' anno-
tations are averaged together to produce a single 
relevance score for words. The summarization accu-
racy is defined as the sum of the relevance scores of 
all the words in the automatic summary, divided by 
the maximum achievable relevance score with the 
same number of words.    

3.5  ROUGE 

ROUGE (Lin 04) is a widely used evaluation pack-
age for text summarization. It evaluates a summary 
against gold standards by measuring overlapping 
units such as n-grams, word sequences, and word 
pairs. In this paper, we report results on those 
ROUGE metrics that have been used in Document 
Understanding Conferences (DUC, 2004), i.e. 
ROUGE-N and ROUGE-L. 

4. Experiments 

4.1 Precision/Recall 

The corpus we use for our experiments is the 
SWITCHBOARD dataset. SWITCHBOARD is a 
corpus of open-domain spoken dialogue; many ex-
tractive speech summarizers report experimental re-
sults on it (Zechner, 2000; Gurevych & Strube 04). 

We randomly select 27 spoken dialogues from 
SWITCHBOARD. Three annotators are asked to 
assign 0/1 labels to indicate whether a sentence is in 
the summary or not. The annotators are required to 
select around 10% of the sentences into the summary. 
The P/R agreement is shown in Table 3. The values 
shown in the cells are the F-scores obtained when we 
evaluate one judge's annotation relative to another. 

 
  Judge1 Judge2 Judge3 
Judge1 - 0.51 0.45 
Judge2 0.51 - 0.42 
Judge3 0.45 0.42 - 

Table 3. Agreement between annotators 

We can obtain several gold standards by combining 
these three annotations. One standard marks a sen-
tence as in the summary only when all three annota-
tors agree. We evaluate the summarizers discussed 
above relative to this dataset in Table 4, which 
shows the F-measures obtained by varying the sum-
mary length. We only present the results on lengths 
that make realistic sense (5-40%). SEM stands for 
the knowledge-based approach with the semantic 
distance measure discussed above. LOG is logistic 
regression. 

% RAND LEAD SEM MMR LOG SVM 
5 .03 .07 .12 .24 .31 .30 
10 .04 .15 .14 .23 .25 .25 
20 .04 .11 .15 .19 .18 .18 
30 .05 .09 .13 .15 .15 .14 
40 .05 .08 .12 .12 .12 .11 
Table 4. F-measure of summarizers on P/R dataset 1 

LOG and SVM have similar performance and out-
perform the others, with MMR following, and then 
SEM and LEAD. The performance of SEM is a 
worse than what (Gurevych & Strube 04) reports, 
probably because we did not spend the effort to 
manually disambiguate the nouns (which in our view 
cannot really count as an automatic method anyway). 

The second P/R evaluation standard is acquired by 
including those sentences that at least two of the 
three judges include in the summary. The perform-
ance of the summarizers on this standard is shown in 
Table 5.  

% RAND LEAD SEM MMR LOG SVM 
5 .06 .17 .18 .35 .44 .44 
10 .09 .22 .27 .44 .46 .46 
20 .11 .22 .35 .44 .44 .44 
30 .13 .20 .34 .40 .39 .39 
40 .13 .19 .31 .33 .33 .32 

Table 5. F-measure of summarizers on P/R dataset 2 

 



The F-measures in Table 5 are higher than those in 
Table 4 because there are more sentences in the gold 
standard of dataset 2, and therefore a higher random 
chance for a true positive. However, the performance 
rank of the summarizers is still the same as in the 
first standard. 

As a third standard, we take a summary to consist 
of sentences annotated by any of the three annotators 
as belonging. The performances of the summarizers 
are shown in Table 6.  Again, we witness the same 
rank.  

% RAND LEAD SEM MMR LOG SVM 
5 .08 .12 .27 .33 .34 .33 
10 .13 .20 .41 .49 .52 .52 
20 .18 .25 .55 .66 .67 .67 
30 .22 .28 .60 .67 .67 .67 
40 .24 .29 .56 .60 .59 .59 

 

Table 6. F-measure of summarizers on P/R data set 3 

 
4.2 Relative Utility 

For the same SWITCHBOARD subset, but for three 
different human judges, we also obtained an assign-
ment of a number between 0 and 9 to each sentence, 
to indicate the confidence that this sentence should 
be included in the summary. We calculate the inter-
judge performance J, random performance R, system 
performance S and normalized Relative Utility D,  in 
the same way proposed in (Radev & Tam 03) and 
(Radev et al. 04).  The results are shown in Table 7.  
 

LEAD SEM MMR LOG SVM  
% 

J R 
S D S D S D S D S D 

5 .60 .09 .29 .39 .34 .49 .50 .80 .63 1.06 .64 1.08 
10 .61 .11 .30 .38 .40 .58 .55 .88 .64 1.06 .64 1.06 
20 .67 .20 .37 .36 .62 .89 .75 1.17 .78 1.23 .79 1.26 
30 .71 .30 .49 .46 .82 1.27 .92 1.51 .93 1.54 .94 1.56 
40 .75 .40 .57 .49 .94 1.54 .99 1.69 .98 1.66 .99 1.69 

Table 7. Relative Utility 

We first observe that the performance ranks of the 
five summarizers are the same here as they are in the 
three P/R evaluations. This might be due to several 
reasons. First, the P/R agreement among annotators 
is not low, ranging between 42% and 51%. Actually 
it is much higher than the data used by (Radev & 
Tam 03) and (Radev et al. 04), where the P/R 
agreement is between 25% and 29% when 10% is 
selected for the summary length.  Higher P/R agree-
ment decreases the usefulness of relative utility. 
Second, the redundancy in the data is much less than 
in the multi-document summarization tasks used in 
(Radev & Tam 03) and (Radev et al. 04). If there are 
more redundant sentences in the data, the summariz-
ers have more chances to choose different sentences 
without loss. From this point of view, RUs might be 

more suitable for multi-document summarization. 
Third, the summarizers we compare might tend to 
select the same sentences.  

We may also observe that these trainable classifi-
ers improve the performance of sentence selection 
under RU and the three P/R evaluation metrics, be-
cause of their ability to avail themselves of more 
features, including spoken-language features.  This 
agrees with our intuition. 
 

4.3 Word Error Rate and Summarization Accu-
racy 

Turning to the classical WER measure from speech 
recognition, we see in each of the P/R gold standards 
a remarkably better performance for both LEAD and 
RAND (this is an error rate so smaller numbers are 
better).  LEAD overtakes the real systems, beginning 
in dataset 1 (Table 8) at 10% summary length, and in 
dataset 2 (Table 9) at 30%. In dataset 3 (Table 10), 
the inflexion point is beyond 40%, although it is al-
ready close.  Here, the difference is mainly a reflec-
tion of the overall difference in magnitude among 
the three datasets, with SEM, MMR, LOG and SVM 
steadily decreasing in WER as the threshold for judi-
cial agreement decreases – and thus the number of 
positive sentences to choose from increases. 
 
 

% RAND LEAD SEM MMR LOG SVM 
5 .96 .84 .90 .81 .76 .74 
10 .93 .76 .90 .85 .84 .83 
20 .92 .80 .90 .88 .88 .88 
30 .92 .85 .90 .90 .90 .90 
40 .92 .87 .91 .91 .91 .91 

Table 8.  WER on Dataset 1. 

 
% RAND LEAD SEM MMR LOG SVM 
5 .95 .88 .79 .64 .60 .61 
10 .90 .77 .73 .60 .58 .59 
20 .82 .67 .71 .67 .67 .66 
30 .78 .66 .72 .71 .71 .70 
40 .76 .64 .73 .73 .73 .73 

Table 9.  WER on Dataset 2. 
 

 
% RAND LEAD SEM MMR LOG SVM 
5 .95 .93 .74 .70 .69 .68 
10 .90 .86 .58 .52 .49 .48 
20 .80 .74 .42 .35 .35 .34 
30 .70 .64 .42 .40 .40 .41 
40 .62 .56 .44 .45 .45 .45 

Table 10.  WER on Dataset 3. 

In the case of Zechner's summarization accuracy 
score, the score is computed by averaging the judges' 
annotations together to produce a single weight.  



Given this single gold standard, there is no clear best 
system with this metric.  One may note, however, the 
prominence of Zechner's MMR system with respect 
to summarization accuracy.  (Zechner & Waibel 00) 
does not mention the use of separate development 
and evaluation test sets, so it is possible that the met-
ric itself evolved to work well with MMR.  In any 
case, the clear preference for LOG and SVM ob-
served above is not in evidence here. 
 

% RAND LEAD SEM MMR LOG SVM 
5 .26 .56 .45 .63 .66 .67 
10 .31 .55 .54 .72 .70 .71 
20 .36 .54 .72 .87 .88 .87 
30 .42 .54 .89 .97 .96 .96 
40 .47 .60 .97 1.00 .99 .99 

Table 11.  Zechner's SA scores on the averaged judge-
ments. 

4.4 ROUGE 

The following tables provide the results for the 
ROUGE metrics.  
 

% LEAD SEM MMR LOG SVM 
5 .22 .26 .27 .29 .28 
10 .37 .40 .45 .46 .46 
20 .51 .57 .61 .63 .63 
30 .57 .63 .66 .67 .68 
40 .58 .62 .65 .65 .66 

Table 12. Results for ROUGE-1 metric. 
 

 

% LEAD SEM MMR LOG SVM 
5 .09 .15 .19 .23 .21 
10 .16 .21 .31 .32 .33 
20 .24 .33 .41 .44 .44 
30 .29 .42 .47 .48 .50 
40 .35 .43 .49 .50 .51 

Table 13. Results for ROUGE-2 metric. 
 

 

% LEAD SEM MMR LOG SVM 
5 .06 .12 .17 .21 .19 
10 .10 .16 .27 .28 .29 
20 .17 .26 .36 .39 .38 
30 .21 .36 .41 .43 .45 
40 .27 .37 .44 .46 .46 

Table 14. Results for ROUGE-3 metric. 
 

 

% LEAD SEM MMR LOG SVM 
5 .05 .11 .16 .20 .18 
10 .09 .14 .25 .26 .27 
20 .15 .24 .34 .37 .36 
30 .19 .34 .39 .41 .43 
40 .25 .35 .42 .44 .44 

Table 15. Results for ROUGE-4 metric. 
 
 
 
 

% LEAD SEM MMR LOG SVM 
5 .21 .25 .26 .28 .27 
10 .35 .38 .43 .44 .44 
20 .49 .54 .59 .62 .61 
30 .54 .62 .65 .65 .66 
40 .56 .60 .64 .64 .64 

Table 16. Results for ROUGE-L metric. 

The results on ROUGE agree with the other two 
text-summarization-inspired metrics, RU and P/R: 
SVM and LOG are the best in all ROUGE metrics 
listed above, followed by MMR, and then SEM.  

5. Conclusion 

In this paper, we considered whether ASR-inspired 
evaluation metrics produce different results than 
those taken from text summarization. We evaluated 
five summarizers on three text-summarization-
inspired metrics: precision/recall (P/R), relative util-
ity (RU), and ROUGE; as well as on two ASR-
inspired evaluation metrics: word error rate (WER) 
and summarization accuracy (SA). We observe that 
the performance ranks of the five summarizers are 
consistent in the three text-summarization-inspired 
metrics. The more complicated metrics such as RU 
and ROUGE do not produce different results on our 
SWITCHBOARD sample, compared with the simple 
P/R metric. For ASR-inspired evaluation metrics, we 
find obvious differences in the relative rankings of 
these systems. We have not yet done the subjective 
experiments to extrinsically validate our belief that 
P/R-based, RU and ROUGE metrics are better for 
speech summarization than WER and summarization 
accuracy scores. However, our preliminary conclu-
sion is that considerably greater caution must be ex-
ercised when using ASR-based measures than we 
have witnessed to date in the speech summarization 
literature.   
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