
1Parts of Speeh (POSs)
Part of speeh is a formal property of word-typesthat determines their aeptable uses in syntaxParts of speeh (syntati ategories) an beregarded as lasses of words. Examples:� nouns� verbs� adjetives� adverbsPOS does not de�ne how a word partiipates in thesemanti interpretation of a sentene (although notentirely independent)A word-type an have more than one POS, but aword-token has exatly one, e.g.:I anAux kik the anN.



2Tagging: Assigning Parts of Speeh
POS Tagging is a �rst step towards� lassi�ation (POS tag an be feature)� �nding meaning of word� parsing a sentene� partial parsing, e.g., noun-phrase detetion



3Soures of Knowledge about POSInput: The red duks an run down steep banksDet | | | | | | || Adj | | | (Adj) Adj || Noun Noun Noun Noun Noun | Noun| | Verb Verb Verb Verb Verb Verb| | | | | Prep | |True: Det Adj Noun Verb Verb Prep Adj Noun
Syntagmati statistis (horizontal): how likely isa sequene of tags?Paradigmati statistis (vertial): how likely is agiven word to have one tag vs. another?



4Soures of Knowledge about POSInput: The red duks an run down steep banksDet | | | | | | || Adj | | | (Adj) Adj || Noun Noun Noun Noun Noun | Noun| | Verb Verb Verb Verb Verb Verb| | | | | Prep | |True: Det Adj Noun Verb Verb Prep Adj Noun
Syntagmati statistis (horizontal): how likely isa sequene of tags?Paradigmati statistis (vertial): how likely is agiven word to have one tag vs. another?Syntagmati looks useful, but isn't: � 77%auray.



5Soures of Knowledge about POSInput: The red duks an run down steep banksDet | | | | | | || Adj | | | (Adj) Adj || Noun Noun Noun Noun Noun | Noun| | Verb Verb Verb Verb Verb Verb| | | | | Prep | |True: Det Adj Noun Verb Verb Prep Adj Noun
Syntagmati statistis (horizontal): how likely isa sequene of tags?Paradigmati statistis (vertial): how likely is agiven word to have one tag vs. another?Paradigmati is very useful: as high as � 90%auray.Use both: as high as � 95%.Warning: these are per-word auraies.



6How do we ombine these soures of knowledge?argmaxt1:::tn P (t1 : : : tn j w1 : : : wn):= argmaxt1:::tn P (w1:::wnjt1:::tn)P (t1:::tn)P (w1:::wn)= argmaxt1:::tn P (w1 : : : wn j t1 : : : tn)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j t1 : : : tn)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j ti)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j ti)P (tn j tn�1) : : : P (t2 j t1)P (t1)= argmaxt1:::tn nQi=1P (wi j ti)P (ti j ti�1)[P (t1jt0) � P (t1)℄



7With an HMM!argmaxt1:::tn P (t1 : : : tn j w1 : : : wn):= argmaxt1:::tn P (w1:::wnjt1:::tn)P (t1:::tn)P (w1:::wn)= argmaxt1:::tn P (w1 : : : wn j t1 : : : tn)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j t1 : : : tn)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j ti)P (t1 : : : tn):= argmaxt1:::tn nQi=1P (wi j ti)P (tn j tn�1) : : : P (t2 j t1)P (t1)= argmaxt1:::tn nQi=1P (wi j ti)P (ti j ti�1)[P (t1jt0) � P (t1)℄Use tags as states, words as output symbolsP (wi j ti): emission probabilities (B)P (ti j ti�1): transition probabilities (A)P (t1): initial probabilities (�)



8Setting parameters of the HMM
P (tk j tj) = C(tjtk)C(tj)P (wk j tj) = C(tj;wk)C(tj)� Counts are generally determined from amanually tagged orpus.� If training data are sampled from the samedomain as the test data, then Baum-Welh islikely to hurt performane.� If training data are sampled from a di�erentdomain, then a few iterations of Baum-Welhmight help.Conditionalizing the probability of a tag onpreeding word is muh harder to trainAlternative: \transformation-based" tagger - makean imperfet tagging, then orret using (learned)transformational rules.



9Dealing with Unknown WordsThree kinds:1. training word not in lexion2. training word in lexion, but not in orpus3. test word unknownSolutions:� heuristi rules (1,3), e.g., apitalization (noun),morphology (-ing,-ed is probably verb)� parameter tying using \meta-words" (2): lasseswith same POS alternations, e.g., fan, run,duks, banksg an all be nouns or verbs.



10The Brill TaggerTransformation-basedTransformation rule: ti �! tj when X9 kinds of XExamples:� NN �! VB when ti�2 = Det & wi+1 = n't (9)� NN �! VB when ti�2 = NN or ti�1 = NN (3)Unknown words:1. apitalized) NNP (proper)2. otherwise NN (ommon)3. Then apply morphologial transformations, e.g.:� NN �! NNS if suÆx is -s



11Then what do we learn?The order of the transformations:1. C0 := initially tagged orpus (e.g., paradigmatiinfo only)2. for k := 0 step 1 do� v := argmin�vE(�v(Ck))� if [E(Ck)� E(v(Ck))℄ < � then break� Ck+1 := v(Ck)� �k+1 := v



12Why does order matter?Depends on the style of transformational system:
Example: A �! B if ti�1 = A.Input: AAAAE�et/Diretion left-to-right right-to-leftimmediate ABAB ABBBdelayed ABBB ABBB
Brill tagger uses a delayed-e�et, left-to-rightsystem.


