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ABSTRACT
Synthesis of event-based behaviour models from declarative statements on the required behaviour of systems can not only significantly reduce the effort of model construction but also provide a bridge between approaches geared towards requirements analysis and those geared towards reasoning about system design at the architecture level.

In this paper, we argue that partial behaviour models are a natural target for synthesis from a set of properties of intended system behaviour. These models are capable of distinguishing behaviours that are required and proscribed by properties from behaviours that may or may not be present in a final implementation. Specifically, we present a method to automatically construct Modal Transition Systems from safety properties expressed in Fluent Linear Temporal Logic. The resulting models characterize all Labelled Transition System implementations that satisfy the properties and consequently do not introduce implementation bias. The partial models can be used for validation and further elicitation of requirements, and iteratively refined into a desired implementation.

1. INTRODUCTION

Event-based behavioural models such as Labelled Transition Systems (LTs) [14] are convenient formalisms for modelling and reasoning about system behaviour at the architectural level. They describe a system as a set of interacting components where each component is modelled as a state machine, and interactions between components occur through shared events. These models provide a basis for a wide range of automated analysis techniques, such as model-checking and simulation.

One of the serious limitations of behaviour modelling and analysis is the complexity of building the models in the first place. Behavioural model construction remains a difficult, labour-intensive task that requires considerable expertise. To address this, a wide range of techniques for supporting (semi-)automated synthesis of behavioural models have been investigated (e.g., [18, 29, 26, 13, 21, 17, 28]).

One approach is to automatically construct behavioural models from declarative statements, such as goal models or other properties describing the requirements of a system (e.g., [18, 26, 21, 15]). Properties prune the space of acceptable behaviours and can be composed with other properties, which reduces the space of possible implementations. This is a desirable alternative to operational (generative) approaches such as scenario-synthesis [28, 17] that must enumerate all possible behaviours.

Synthesis from declarative specifications has a number of advantages. Firstly, automatic synthesis delivers executable models early in the requirements process, enabling a wide range of validation techniques such as animations, simulations, and scenario-based techniques. Secondly, it provides a bridge between two modelling worlds: one well suited for requirements analysis, such as obstacle [31] and conflict analysis [30], the other that is well suited for architectural and high-level design analysis [23].

A current limitation of approaches to synthesis from properties is that the target model is assumed to be a complete description of system behaviour up to some level of abstraction, i.e., the state machine is assumed to completely describe the system behaviour with respect to a fixed alphabet of actions. Synthesis of behavioural models (e.g., LTs) from properties necessarily involves making assumptions on how the system is to realize the required properties. As LTs do not allow for under-specification within a given alphabet, the complete behaviour of the system with respect to the alphabet of the required properties must be fixed. This means that the synthesis procedure will be biased with respect to the choice of implementation. For instance, in [31], the synthesized model is required to perform all possible actions as long as they do not violate the given properties. However, it is more likely that the strategy for implementation will be to develop a system that does as little as possible while satisfying all requirements. Synthesizing biased models precludes incremental elaboration, exploration of the design space, and embeds assumptions in the synthesis that are not necessarily valid.

Since property-based descriptions are meant to specify only part of the intended system behaviour, it is more appropriate to synthesize state-based models that explicitly model currently unknown aspects of the behaviour. Such models can distinguish between positive, negative and unknown behaviours. Positive behaviour refers to the behaviour the system is required to exhibit, negative behaviour refers to the behaviour the system is required not to exhibit, and
unknown behaviour could become positive or negative, but the choice has not yet been made. Models that distinguish between these kinds of behaviour, such as Modal Transition Systems (MTSs) [19], are referred to as partial behavioural models, and can help solve the bias problem.

If the semantics of a partial behavioural model is thought of as the set of implementations it allows, then a natural interpretation of synthesis is to build a partial behavioural model that characterizes all possible implementations that satisfy a given set of properties, thereby enabling the choice of, or step-wise refinement towards, a desired implementation. For instance, the semantics of an MTS can be thought of in terms of the set of LTSs that can be refined from it. If an MTS that characterizes all possible LTSs that satisfy given properties is synthesized, the implementation can be reached through successive refinements of the MTS, possibly assisted by walk-throughs, animations, scenario-based elicitation, and composition with other operational models, either synthesized or developed in traditional ways (e.g., process calculi, graphical notations).

In this paper, we present a technique for automatically generating MTS models from safety properties expressed in Fluent Linear Temporal Logic (FLTL). Linear temporal logics are widely used to describe behaviour requirements [6, 31, 13]. The motivation for choosing FLTL is that it provides a uniform framework for specifying and model-checking state-based temporal properties to be satisfied by event-based transition systems [6]. Our choice of restricting the approach to safety properties does not limit the applicability of our technique, for reasons discussed in detail in Section 4. In addition to the main contribution of this paper, i.e., the synthesis algorithm itself, we define 3-valued FLTL over MTSs, prove that 3-valued FLTL is preserved by refinement, and that merging MTSs (a process defined in [27]) corresponds to logical conjunction of FLTL properties. We illustrate our results on a case study.

The rest of the paper is organized as follows. After presenting the necessary background in Section 2, we define and study a 3-valued version of FLTL in Section 3. Section 4 presents the synthesis algorithm and proves that merging is logical conjunction. In Section 5, we apply results of this paper, illustrating construction of a partial model and its elaboration into a desired implementation. We discuss our work and compare it to related approaches in Section 6, and give a summary and directions for future work in Section 7.

2. BACKGROUND

In this section, we review the notion of and operations over transition systems, and fix the notation.

**Definition 1. (Labelled Transition System) [14]** Assume States is a universal set of states, and Act is a universal set of observable action labels. An LTS is a tuple $P = (S, L, \Delta, s_0)$, where $S \subseteq States$ is a finite set of states, $L \subseteq Act$ is a set of labels, $\Delta \subseteq (S \times L \times S)$ is a transition relation, and $s_0 \in S$ is the initial state.

Modal transition systems (MTSs) [19], which allow for explicit modelling of what is not known, extend LTSs with an additional set of transitions that model the interactions with the environment that the system cannot be guaranteed to provide, and equally cannot be guaranteed to prohibit.

**Definition 2. (Modal Transition System)** An MTS $M$ is a structure $(S, L, \Delta^M, \Delta^P, s_0)$, where $\Delta^M \subseteq \Delta^P$, $(S, L, \Delta, s_0)$ is an LTS representing required transitions of the system and $(S, L, \Delta^P, s_0)$ is an LTS representing possible (but not necessarily required) transitions.

We refer to transitions in $\Delta^P \setminus \Delta^M$ as maybe transitions. All MTSs start in state 0, unless stated otherwise. Maybe transitions are denoted with a question mark following the label, and transitions on sets are short for an individual transition on every element of the set. We refer to the MTS (LTS) with a single state and an empty transition relation as the empty MTS (LTS). See Figure 1 for example MTSs.

Given an MTS $M = (S, L, \Delta^M, \Delta^P, s_0)$, $M$ has a required transition on $\ell$ (denoted $M \xrightarrow{\ell} M'$) if $M' = (S, L, \Delta^M, \Delta^P, s_0)$ and $(s_0, \ell, s'_0) \in \Delta^M$. Similarly, $M$ has a maybe transition on $\ell$ (denoted $M \xleftarrow{\ell} M'$) if $(s_0, \ell, s'_0) \in \Delta^P - \Delta^M$. $M \xrightarrow{\ell} M'$ means $(s_0, \ell, s'_0) \in \Delta^P$. We write $M \nrightarrow$ when there is no $M'$ such that $M \xrightarrow{\ell} M'$. For an MTS $M$, $M_n$ denotes changing the initial state to $n$.

We capture the notion of elaboration of a partial description into a more comprehensive one using refinement.

**Definition 3. (Refinement)** Let $\varphi_M$ be the universe of all MTSs. An MTS $N$ is a refinement of an MTS $M$, written $M \preceq N$, if $L_M = L_N$ and $(M, N)$ is contained in some refinement relation $R \subseteq \varphi_M \times \varphi_M$ for which the following holds for all $\ell \in Act$:

1. $(M \xrightarrow{\ell} M') \implies (\exists M' \cdot N \xrightarrow{\ell} N' \land (M', N') \in R)$

2. $(N \xleftarrow{\ell} N') \implies (\exists M' \cdot M \xrightarrow{\ell} M' \land (M', N') \in R)$

Two MTSs are equivalent ($\equiv$) if they refine each other.

For a refinement relation $R$ from $M$ to $N$, we write $(s, t) \in R$ to denote $(M_s, N_t) \in R$. For example, $\mathcal{A}$ in Figure 1 is refined by $\mathcal{B}$ via the relation $\{(0, 0), (1, 1)\}$, since $\mathcal{B}$ can simulate the required behaviour in $\mathcal{A}$, and $\mathcal{A}$ can simulate the possible behaviour in $\mathcal{B}$.

LTs that refine an MTS $M$ capture complete descriptions of the system behaviour and thus are called implementations of $M$. In fact, an MTS $M$ can be thought of as a model that represents the set of LTs, denoted $\tilde{T}(M)$, that implement it.

**Definition 4. (Implementation)** An LTS $L$ is an implementation of an MTS $M$ if and only if $\forall M \preceq L$.

In this paper, we assume that all MTSs (and therefore LTs) are infinite-trace:

**Definition 5. (Infinite-Trace)** An MTS $M = (S_M, L_M, \Delta^M_M, \Delta^P_M, s_0_M)$ is infinite-trace if for all $s \in S_M$, there exists $a \in Act$ and $s' \in S_M$ such that $M_s \xrightarrow{a} M_{s'}$.

In other words, an MTS $M$ is infinite-trace if every state has at least one outgoing transition. We call $M$ finite-trace if it is not infinite-trace. The infinite-trace assumption is made because we intend to synthesize such models from linear temporal logic formulae, which are evaluated on infinite traces. From now on, we write “MTS” (“LTS”) to mean an infinite-trace MTS (LTS), unless stated otherwise.

To put models of two different systems together, we use parallel composition.
3. 3-VALUED FLTL

In this section, we first review the 3-valued Kleene logic [15] and use it to define a 3-valued variant of Fluent Linear Temporal Logic (FLTL) [6]. We then prove that FLTL properties are preserved in all implementations of a given LTS and define a model-checking procedure for this logic.

The truth values t (true), f (false), and ⊥ (maybe, unknown) form the Kleene logic, which we refer to as 3. These truth values can have two orderings, ≿ (truth), which satisfies f ⊿ g ⊿ t and g ≿ g (information), which satisfies ⊥ ≿ ⊥ and ⊥ g (i.e., maybe gives the least amount of information), and both orderings are klempotent. With respect to the truth ordering, the values t and f behave classically for ∧ (and), ∨ (or), and ¬ (negation). The following identities hold for ⊿:

\[ ⊥ ∧ t = ⊥ \quad ⊥ ∨ t = t \quad t ∨ f = ⊥ \quad ¬ ⊥ = ⊥ \]

FLTL [6] is a linear-time temporal logic for reasoning about fluents. A fluent FL is defined by a pair of sets IFL and TFL, the set of initiating actions, and TFL, the set of terminating actions:

\[ FL = (IFL, TFL) \text{ where } IFL, TFL ⊆ \text{Act and } IFL \cap TFL = \emptyset.\]

A fluent may be initially true or false as indicated by the Initially attribute, where a lack of this attribute indicates that the fluent is initially false. Every action a ∈ Act induces a fluent, namely a = (a, Act \ −\ {a}).

Given the set of fluents Φ, an FLTL formula is defined inductively using the standard boolean connectives and temporal operators X (next), U (strong until), F (eventually), and G (always), as follows:

\[ FL(\Diamond \phi \land \psi) \land (\Diamond \psi \lor \phi) \mid X\phi \mid \phi U \psi \mid F\phi \mid G\phi, \]

where FL ∈ Φ. For an infinite trace π = a0, a1, a2, . . . over Act and some i ∈ N, we write πi for the suffix of π starting at ai. Let Π be the set of infinite traces over Act.

\[ \pi \models FL \triangleq \pi^0 \models FL \]
\[ \pi \models \phi \land \psi \triangleq (\pi \models \phi) \land (\pi \models \psi) \]
\[ \pi \models \neg \phi \triangleq (\pi \models \phi) \]
\[ \pi \models X\phi \triangleq \pi^1 \models \phi \]
\[ \pi \models \phi \lor \psi \triangleq (\pi \models \phi) \lor (\pi \models \psi) \]
\[ \pi \models \phi U \psi \triangleq \exists i \geq 0 : \pi^i \models \psi \land \forall 0 < j < i \cdot \pi^i \models \phi \]

Figure 3: Semantics for the satisfaction operator.

**Definition 7.** (Value of a Trace) A trace π = a0, a1, . . . in Π is a true trace in M if there exists an infinite sequence \{Mi\} such that \( M_0 = M \) and \( M_i \rightarrow a_{a(i)} M_{i+1} \) for all \( i \in N \). A trace π is a maybe trace in M if π is not a true trace, but there exists an infinite sequence \{Mi\} such that \( M_0 = M \) and \( M_i \rightarrow a_{a(i)} M_{i+1} \) for all \( i \in N \). A trace π is a possible trace in M if π is a maybe or true trace in M. Finally, a trace π is a false trace in M if it is not a possible trace.

For an LTS M, we denote by TrueTr(M), MaybeTr(M), and FalseTr(M) the set of true, maybe, possible, and false traces over M, respectively. For example, in model B in Figure 1, the trace a, b, b, . . . is in MaybeTr(B) (and thus in FalseTr(B)) because \( B_1 \rightarrow a_{a(b)} B_1 \), and the trace b, a, a, . . . is in FalseTr(B) because \( B_2 \rightarrow a_{a(b)} B_2 \).

Given a trace π ∈ Π, a suffix πi satisfies a fluent FL, denoted \( \pi_i \models FL \), if and only if one of the following conditions holds:

- Initially\( \models (\forall j \in N \cdot 0 \leq j \leq i \Rightarrow a_j \not\in TFL) \]
- \( \exists k \in N \cdot (j \leq k \land a_j \in IFL) \land (\forall k \in N \cdot j < k \Rightarrow a_k \not\in TFL) \]

In other words, a fluent holds at a time instant if and only if it holds initially or some initiating action has occurred, and in both cases, no terminating action has yet occurred. The interval over which a fluent holds is closed on the left and open on the right, since actions have an immediate effect on the value of fluents.

Given a trace π, the satisfaction operator \models \phi \models π \text{ is defined as shown in Figure 3. The semantics for } F \text{ and } G \text{ is defined as } π \models F\phi \models π \models \phi \text{ and } π \models G\phi \models π \models \neg F\phi. \text{ The definition in Figure 3 is standard [6] and yields a 2-valued operator.} \]

The 3-valued semantics of FLTL over an LTS M is given by the function \( |\cdot| : M \rightarrow 3 \) that, for each formula \( \phi \in \text{FLTL} \), returns the value of \( \phi \) in M.

**Definition 8.** (3-valued Semantics of FLTL) The function \( |\cdot| : \text{FLTL} \rightarrow 3 \) is defined as follows:

\[ |\phi| = t \triangleq (\forall \pi \in \text{PostTr}(M) \cdot π \models \phi) \]
\[ |\phi| = f \triangleq (\exists \pi \in \text{TrueTr}(M) \cdot π \models \phi) \lor (\forall \pi \in \text{FalseTr}(M) \cdot π \not\models \phi) \]
\[ |\phi| = \bot \triangleq (|\phi^0| = t) \land (|\phi^0| = f) \]

As in [6], we consider only fair traces when evaluating an FLTL formula. When M is an LTS, our 3-valued semantics reduces to the standard 2-valued semantics of FLTL: \( \phi \) is true in M (denoted \( M \models \phi \)) if every trace in TrueTr(M) satisfies \( \phi \), and false in M (denoted \( M \not\models \phi \)) if there is a trace
in TrueTr(M) that refutes φ. Otherwise, a formula φ evaluates to maybe in M if and only if no traces in TrueTr(M) refute φ and there is at least one trace in PosTr(M) that satisfies φ and one that refutes φ. For example, Fa is true in B (see Figure 1) because every trace in PosTr(B) satisfies Fa, whereasFc is false in B because every trace in PosTr(B) refutesFc. Finally, Fb is maybe in B because TrueTr(B) is empty and a, b, . . . is in MaybeTr(B) (and therefore in PosTr(B)) and satisfies Fb, while a, a, . . . is in MaybeTr(B) and refutes Fb.

The information ordering of this 3-valued variant of FLTL is preserved by refinement.

**THEOREM 1. (Preservation of FLTL)** If M and N are MTSs, then M ≤ N ⇒ ∃φ ∈ FLTL: |φ|M ≤inf |φ|N.

By Theorem 1 and Definition 4, if a property evaluates to true in M, it is true in all of its implementations, and if a property evaluates to false in M, it is false in all of its implementations. Furthermore, if a property evaluates to maybe in M, there is at least one implementation in which it is true, and one implementation in which it is false, which corresponds to the intuitive notion of a maybe property: it could be true of false. This semantics of a 3-valued logic is referred to as thorough [5].

Let M⁺ be the LTS obtained from M by converting all maybe transitions to required, and M⁻ be the LTS obtained from converting all maybe transitions to false and removing all transitions that are not part of an infinite trace and all states that are not reachable from the initial state. In particular, M⁺ represents PosTr(M), while M⁻ represents TrueTr(M), which is empty if and only if M⁻ is the empty LTS. The following result is adapted from [4].

**THEOREM 2. (Model-checking)** For an MTS M:

1. |φ|M = t ⇔ M⁺ |= φ
2. |φ|M = f ⇔ \[ M⁺ |= ¬φ, \text{if } M⁻ \text{ is the empty LTS} \]
\[ M⁻ ≠ φ \cup M⁺ |= ¬φ, \text{otherwise} \]

and otherwise, |φ|M = ⊥.

Condition 1 states that φ is true in M if and only if it is true in M⁺, which follows from the fact that M⁺ satisfies φ if and only if every trace in M⁺ (and therefore every trace in PosTr(M)) satisfies φ. In Condition 2, M⁺ |= ¬φ implies that every trace in PosTr(M) satisfies ¬φ, and therefore refutes φ. In addition, if M⁻ is not the empty LTS (i.e., TrueTr(M) is not empty), then M⁻ |= φ implies that there is a trace in TrueTr(M) that refutes φ. Note that this is not the same as saying that M⁻ |= ¬φ, which implies that every trace in TrueTr(M) refutes φ. Putting these together coincides with the semantics in Definition 8 for |φ|M = f. Hence, 3-valued FLTL model-checking reduces to classical FLTL model-checking, and can be supported by the LTSA tool [23].

### 4. SYNTHESIZING AN MTS

In this section, we describe the algorithm for synthesizing an LTS for a FLTL formula [21], and extend it to synthesize MTSs. We prove that the synthesized MTS captures all implementations that satisfy the formula, and show how to use merge to implement logical conjunction.

We restrict synthesis to safety properties [2], i.e., those properties that can be falsified by a finite sequence of events.

Instead of handling liveness properties such as Fa directly, we assume that if the system is required to do something eventually, surely there is a bound on the acceptable time in which this must occur. Thus, it suffices to provide bounded operators, such as F ≤q, which means eventually but in less than q time units 1, for capturing requirements using exclusively safety properties. This restriction is standard in requirements engineering approaches such as [31, 30]. We do not include new operators for handling bounded liveness in this presentation as they are simply syntactic sugar and can be defined in terms of standard linear time temporal operators. For instance, F ≤q φ = φ ∨ X φ ∨ XX φ.

#### 4.1 Synthesizing an LTS

The technique for model-checking an FLTL property φ over an LTS L involves constructing a Büchi automaton B(−φ) that recognizes all infinite traces over the alphabet that violate φ and checking that the synchronous product of B(−φ) with L is empty [6]. In this paper, we fix the alphabet to be the universe of actions, namely Act, so that synthesis always produces models with the same alphabet, regardless of whether the actions appear in φ (see Section 6 for a discussion regarding different alphabets). The Büchi automaton B(−φ) is completed by adding a sink state, and, for every state, adding a transition to the sink state on all actions that are not enabled in that state. Thus, B(−φ) has an execution for every infinite trace over the alphabet.

When φ is a safety property, there is only one accepting state in B(−φ), and this accepting state has only self-loop transitions, because safety properties are violated by a finite sequence of actions and a violation cannot be remedied. Thus, B(−φ) can be viewed as a property LTS for φ, i.e., an LTS with an error state, where the error state of the latter corresponds to the accepting state of the former with self-loops removed. All traces that reach the error state correspond to undesired behaviours, i.e., no infinite trace with a finite suffix that leads to the error state satisfies φ. For example, consider the property ϕ_0: L = G(X off ⇒ LightOn), where LightOn = (on, off), for a simple light switch. This property says that if the light can be turned off in the next state, then it is currently on, intended to express that the light can’t be turned off if it is already on. The property

1In this paper, time is measured as the number of events that have occurred. This corresponds to the asynchronous interpretation of FLTL. In a synchronous semantics, time is given by the number of tick events that have elapsed. We have adopted the former for simplicity and because the latter can be encoded using asynchronous semantics [20].
LTS for \( \phi_{\text{Llight}} \) is shown in Figure 4, where the error state is denoted by \(-1\). The trace \( \text{off,off} \) leads to the error state and no infinite trace starting with \( \text{off,off} \) satisfies \( \phi_{\text{Llight}} \). For details on constructing a property LTS, see [6].

Once the property LTS has been constructed, all transitions not corresponding to an infinite trace are removed, followed by all states that are unreachable from the initial state (which always includes the error state). The resulting system is an LTS that captures all infinite traces on the system alphabet that satisfy \( \phi \), because the property LTS contains all infinite traces over the alphabet, and the finite traces that are removed correspond to all infinite traces in \( B(\neg \phi) \) that refute \( \phi \). We denote by \( L(\phi) \) the LTS generated by this procedure (e.g., \( L(\phi_{\text{Llight}}) \) is the LTS in Figure 4 with state \(-1\) removed). By construction, \( L(\phi) \) is deterministic (i.e., no state has more than one outgoing transition on the same action, called non-determinism) and infinite-trace.

DEFINITION 9. (Satisfiability) An FLTL formula \( \phi \) is satisfiable if and only if there exists an LTS \( L \) such that \( L \models \phi \); otherwise, \( \phi \) is unsatisfiable.

For example, no LTS satisfies \( a \land \neg a \). For an unsatisfiable property \( \phi \), \( L(\phi) \) is the empty LTS because all infinite traces refute \( \phi \), and thus all correspond to finite traces in the property LTS, which are removed.

For FLTL properties that are closed under stuttering [1], constructing an LTS for the conjunction of two properties can be done by first constructing the LTSs for the individual properties and composing them in parallel.

THEOREM 3. (Composition, [21]) If \( \phi_1 \) and \( \phi_2 \) are safety FLTL properties that are closed under stuttering:

\[
L(\phi_1)[L(\phi_2) \equiv L(\phi_1 \land \phi_2).
\]

The LTSA tool [23] has been extended to generate \( L(\phi) \) when a desired FLTL property is specified using the keyword constraint. If this is not a safety property, an error message is generated. In addition, checking satisfiability of \( \phi \) is done by checking if \( L(\phi) \) is the empty LTS, since \( \phi \) is satisfiable if and only if \( L(\phi) \) is the empty LTS. If \( \phi \) is unsatisfiable, a finite trace that leads to deadlock can be generated using the property LTS, helping to explain the cause.

4.2 Adding Partiality

The limitation of the algorithm in Section 4.1 is that the definite behaviour in \( L(\phi) \) may not capture the behaviours which are truly necessary to satisfy \( \phi \). In other words, \( L(\phi) \) rules out many other implementations that satisfy \( \phi \). For example, recall the light property \( \phi_{\text{Llight}} \). The system \( L(\phi_{\text{Llight}}) \) requires that in the initial state, the light can be switched off (i.e., \( 0 \to 2 \)). However, this behaviour is not required in order to satisfy this property: the LTS resulting from removing this transition also satisfies \( \phi_{\text{Llight}} \).

To address this limitation, we describe a simple procedure \text{generateMTS}(\phi) \) for generating a partial model from a safety FLTL property \( \phi \). The procedure is as follows:

1. let \( L = L(\phi) \) (constructed as in Section 4.1);
2. return \( M(\phi) \), where \( M(\phi) \) is the MTS obtained from \( L \) by converting all outgoing transitions for each \( s \in S_L \) to maybe transitions, whenever \( s \) has more than one outgoing transition.

Recall that for a satisfiable safety property \( \phi \), \( L(\phi) \) contains all infinite traces that satisfy \( \phi \) and no traces that refute \( \phi \). When a state in \( L(\phi) \) has more than one outgoing transition, it indicates that there is more than one way to satisfy \( \phi \) at that point in the trace. Thus, such transitions are not all necessary to satisfy \( \phi \), but any LTS that satisfies \( \phi \) must contain at least one them. Such choices should be modelled with maybe behaviour instead of required behaviour, as in step 2. Also, if a state has only one outgoing transition, then because any implementation must be infinite-trace, this transition is also necessary to satisfy all implementations, and therefore should be modelled with required behaviour.

THEOREM 4. (Correctness of \text{generateMTS}) If \( \phi \) is a satisfiable safety property, then \( ||\phi||^{M(\phi)} = t \).

PROOF. \( L(\phi) \) contains all traces that satisfy \( \phi \) and no traces that refute \( \phi \). Therefore, every trace in \( \text{PosTr}(M(\phi)) \) satisfies \( \phi \) and so \( ||\phi||^{M(\phi)} = t \) by Definition 8.

For example, \( M(\phi_{\text{Llight}}) \) is shown in Figure 5(a). The only required behaviour in this system is from state 2 to state 1 on action \text{on}, because state 1 is the only state from which the pump can be turned off after the first action in the trace, i.e., where \( X_{\text{off}} \) is true. If \( X_{\text{off}} \) is false, the property is satisfied trivially. This MTS allows for the possible implementation \( L_{\text{light}} \) (shown in Figure 5(b)), which prohibits the light from being turned on if it is already on, and turned off if it is already off. This implementation is constructed from \( M(\phi_{\text{Llight}}) \) via the refinement relation \( \{ \{0,0\}, \{1,1\}, \{2,0\} \} \).

The MTS \( M(\phi) \) constructed for \( \phi \) is minimal, i.e., every other MTS that satisfies \( \phi \) refines it.

THEOREM 5. (Minimality of \( M(\phi) \)) If \( \phi \) is a satisfiable safety property, then:

\[
\forall M \in \mathcal{F}_M : L_M = L_M(\phi) \land ||\phi||^{M} = t \Rightarrow M(\phi) \leq M.
\]

PROOF. We show how to build a refinement relation \( R \) between \( M(\phi) \) and \( M \). Let \( (M(\phi), M) \in R \), i.e., assume that initial states are related. Suppose \( M(\phi) \nrightarrow_a b \). \( \phi(\phi') \) for some \( a \in \text{Act} \). Then \( M(\phi) \nrightarrow b \) for any \( b \neq a \) by step 2 of \text{generateMTS}. Because \( ||\phi||^{M} = t \), every trace in \( \text{PosTr}(M) \) satisfies \( \phi \) by Definition 8, and thus every trace must start with \( a \); otherwise, \( L(\phi) \) would have more than one outgoing transition, and hence so would \( M(\phi) \). Thus, there exists \( M' \) such that \( M \nrightarrow_{a} M' \), so \( (M(\phi)', M') \in R \). It follows that Condition (1) in Definition 3 holds.

\( M(\phi) \) contains all traces that satisfy \( \phi \), and therefore \( \text{PosTr}(M) \subseteq \text{PosTr}(M(\phi)) \). In addition, for an action \( a_i \) in \( \pi \), there exists \( M(\phi_i) \), and \( M(\phi_i)_{a_i} \) such that \( M(\phi_i) \nrightarrow_{a_i} M(\phi_i)_{a_i+1} \), and there is no \( b \neq a_i \) such that \( M(\phi_i) \nrightarrow_{a_i} M(\phi_i)_{a_i+1} \), because step 2 of \text{generateMTS} would have converted it to a
maybe transition. Thus, the sequence of states in $M$ corresponding to $\pi$ can be identified in $R$ with the sequence of states in $M(\phi)$ corresponding to $\pi$, and therefore Condition (2) in Definition 3 holds.

Hence, by Theorems 1 and 5, given a safety property $\phi$ and an LTS $L$ (with the same alphabet as $M(\phi)$), $L \models \overline{\phi}$ if and only if $L$ is an implementation of $M(\phi)$, i.e., $L \in \mathcal{I}(M(\phi))$. Note that although $M(\phi)$ is deterministic, it characterizes the non-deterministic implementations.

4.3 Logical Conjunction via Merge

Consider the MTS for $\phi_{\text{on}}, \phi_{\text{off}}$ in Figure 5(a). This system allows event off to occur in the initial state. In other words, $\phi_{\text{on}} \land \phi_{\text{off}}$ does not imply that the light can only be switched off if it is already on, as intended. Instead of strengthening $\phi_{\text{on}} \land \phi_{\text{off}}$ and generating a new MTS, it can be more practical to compose a different model with $M(\phi_{\text{on}} \land \phi_{\text{off}})$ such that the composition satisfies the desired requirements, similar to Theorem 3.

Parallel composition does not suffice because it does not preserve temporal properties, and in particular FLTL properties, since the composition may not be a refinement of either operand. For example, rule MT in Figure 2 states that if a required transition in $M$ is synchronized with a maybe transition in $N$, then $M \parallel N$ has a maybe transition, and hence does not refine $M$.

Instead, for MTSs, composition that preserves temporal properties takes the form of merge [27]. Merging consistent (finite- or infinite-trace) MTSs $M$ and $N$ (denoted $M + N$) is about finding a common refinement, i.e., a model that refines both systems, where consistency is defined as the existence of a common refinement. In [27], it is argued that the merged model should not introduce unnecessary behaviours, and therefore should be the least common refinement. Formally, $P$ is the least common refinement (LCR) of $M$ and $N$ if $P$ is a common refinement of $M$ and $N$ and for all common refinements $Q$ of $M$ and $N$, $P \preceq Q$. Although the LCR does not always exist, it does exist for consistent deterministic MTSs with equal alphabets [3].

In this subsection, we aim to use merge as logical conjunction for FLTL formulae, i.e., to prove that $M(\phi_1 \land \phi_2) \equiv M(\phi_1) + M(\phi_2)$. Just as we remove finite traces from $L(\phi)$ in Section 4.1, we use an augmented merge operator $+_\infty$, such that $M(\phi_1) +_\infty M(\phi_2)$ is obtained from $M(\phi_1) + M(\phi_2)$ by removing transitions not corresponding to an infinite trace and then all unreachable states. From now on, when we say merge, we mean the operator $+_\infty$. The main difficulty is that the merge of two consistent infinite-trace MTSs constructed from properties may be the empty LTS, for which FLTL formulae are undefined. For example, consider the MTSs for $\phi_1 = G(a \lor b)$ and $\phi_2 = G(c \lor d)$ shown in Figure 7(a) and (b), respectively. The empty LTS is a common refinement of $M(\phi_1)$ and $M(\phi_2)$ and is not infinite-

Putting Theorems 6, 7, and 8 together, \( M(\phi_1) \) and \( M(\phi_2) \) are consistent and \( M(\phi_1) +_\infty M(\phi_2) \) is infinite-trace if and only if \( \phi_1 \land \phi_2 \) is satisfiable. In other words, merging in the realm of infinite-trace MTSs is precisely logical conjunction.

5. CASE STUDY: THE MINE PUMP

In this section, we illustrate our techniques on a pump controller system in a mine sump [16]. In this system, a pump controller is used to prevent the water in a mine sump from passing some threshold, and hence flooding the mine. To avoid the risk of explosion, the pump may only be active when there is no methane gas present in the mine. The pump controller monitors the water and methane levels by communicating with two sensors, and controls the pump in order to guarantee the safety properties of the pump system.

Properties. To ease presentation, we give a simplified version of the mine pump system in which there are three water levels (low, medium, and high), and consider only a subset of the desired properties of the pump controller.

The properties of the mine pump controller rely on the following fluents:

- **HighWater** = \( \{\text{HighWater} \} \)
- **LowWater** = \( \{\text{LowWater} \} \)
- **PumpOn** = \( \{\text{PumpOn} \} \)
- **Methane** = \( \{\text{Methane} \} \)

where **LowWater** is initially true and the rest are initially false. The following are several well known safety properties of the mine pump controller:

\[
\begin{align*}
\phi_1 &= G(tick \Rightarrow (\text{HighWater} \land \neg \text{Methane} \Rightarrow \text{PumpOn})) \\
\phi_2 &= G(tick \Rightarrow (\text{LowWater} \Rightarrow \neg \text{PumpOn})) \\
\phi_3 &= G(tick \Rightarrow (\text{Methane} \Rightarrow \neg \text{PumpOn}))
\end{align*}
\]

These properties make use of an explicit tick event, signaling the successive ticks of a global clock to which each timed component synchronizes. This corresponds to a standard approach to modelling discrete-time in event-based formalisms [23]. Modelling time is required for systems like the mine pump, where urgency of certain events, such as switching the pump off to avoid an explosion, must be captured. Specifically, property \( \phi_1 \) expresses that if there is high water and no methane when a tick occurs, the pump should be on. Property \( \phi_2 \) expresses that if there is low water when a tick occurs, the pump must be off, and similarly, property \( \phi_3 \) requires the pump to be off if there is methane when a tick occurs. Note that properties \( \phi_1 \) to \( \phi_3 \) are simplifications of more realistic requirements that would make the presentation of this case study too complex. For instance, a more realistic version of \( \phi_1 \) is one which states that if the water level is high and there is no methane until the next time unit, then the pump is on before the next time unit. The formalization of this property in FLTL is \( G((\text{HighWater} \land \neg \text{Methane}) \land \text{tick} \Rightarrow \neg \text{tick} \lor \text{PumpOn}) \).

Model Generation. To generate an MTS that characterizes the implementations that satisfy \( \phi_1 \land \phi_2 \land \phi_3 \) and call \textit{generateMTS}(\( \phi \)) to generate \( M(\phi) \). This model satisfies \( \phi \), and therefore \( \phi \) is consistent. Due to the size of \( M(\phi) \) (12 states, 92 transitions), we limit our discussion to the model \( M(\phi_1) \) [8 states, 38 transitions] shown in Figure 8, while noting that the same reasoning applies to \( M(\phi) \). In Figure 8, a transition on notHigh is an abbreviation for a transition on either lowWater and methWater.

\( M(\phi_1) \) predominantly contains maybe behaviours due to the nature of \( \phi_1 \). In particular, \( \phi_1 \) states that if there is high water and no methane when a tick event occurs, the pump must be on. This does not lead to a required transition on switchOn when there is high water and no methane, because other events may happen before the occurrence of tick. For
Figure 9: A refinement of $M(\phi)$ (dotted transitions are example maybe transitions refined to false).

example, after following the transition from state 0 to state 7 on highWater, the water is high and there is no methane, but the tick event cannot occur until the pump is on (state 7 to state 5 on switchOn) or there is no longer high water or methane appears (state 7 to state 0 on notHigh and state 7 to state 4 on methAppears), in which case the pump isn’t required to be on. In other words, $\phi_1$ does not require immediacy in the sense that switchOn must be the next action to occur. In addition, $\phi_1$ specifies sufficient conditions for the pump to be on, but leaves open whether the pump should also be on at low or medium water, which leads to maybe transitions on switchOn (e.g., from state 0 to state 1). Finally, properties of the environment (e.g., “methane cannot appear if it is already present”) are not in the scope of $\phi_1$, which leads to maybe self-loops (e.g., on methAppears).

Analysis. Having synthesized an unbiased operational model $M(\phi)$ for the pump controller from a set of declarative system properties, it is possible to use this model to validate the intended system behaviour using techniques that require executable models, such as animation and simulation. For instance, the SceneBeans animation toolkit [24] could be used for enabling graphical animations of MTSs, possibly using a visual convention to distinguish between maybe and required behaviours. In addition, visualization of the resulting MTS may provide feedback, particularly in the case of small models, such as assurance that there has not been an error while formulating the requirements in temporal logic. For larger models, visualization of an abstraction of the MTS (using action hiding and minimization [23]), or some conversion into a hierarchical representation, such as Statecharts [8], may be adequate.

In addition, model-checking the synthesized model can also provide useful feedback concerning the intended system behaviour. For example, consider the property

$$\phi_4 = G(switchOn \Rightarrow HighWater),$$

which expresses that there should be high water whenever the pump is switched on. This property evaluates to maybe in $M(\phi_1)$ due to the transition from 0 to 1 on switchOn, and similarly evaluates to maybe in the full model $M(\phi)$. This indicates that the properties leave open whether the pump can be turned on at a low or medium water level. A model-checker can return an explanation why the property is not true, i.e. a possible trace that refutes $\phi_4$. Understanding such traces can then be aided by the animation and simulation techniques discussed above.

Formula $\phi_4$ is not the only property that is left open by $M(\phi)$. By Theorem 5, we know that $M(\phi)$ is the least refined MTS that satisfies $\phi$, which means that it does not bias the possible implementations for the pump controller by, for instance, making arbitrary decisions on whether the pump should or should not be turned off at medium water. $M(\phi)$ is less refined than models that have been previously constructed from analogous properties by hand (e.g., [3]) and automatically (e.g., [20]), which indicates that hidden assumptions were made at modelling or synthesis time in both approaches. In [20], LTSs are used to model the mine pump, and thus must pick one of the possible implementations for the initial set of requirements. The LTS synthesized by that approach is a “greedy” implementation that attempts to perform as much as possible without violating any properties. In [3], LTS models are provided for the mine pump that are intended to satisfy properties analogous to $\phi_1 - \phi_3$. However, the resulting model has a number of required transitions on water level and methane actions. They are due to the implicit assumption that the pump controller is required to never constrain the occurrence of actions controlled by the environment, hence providing a required transition on every state for every water level and methane action. While this is a common assumption, we believe that the ability to introduce it explicitly (or not introduce it at all) aids the synthesis process.

Below, we discuss how an MTS may be refined iteratively to narrow down the number of acceptable implementations, and eventually reaching one LTS. We exemplify this elabora-
tion by iteratively refining $M(\phi)$. To illustrate the fact that $M(\phi)$ is unbiased, as opposed those in [3] and [20], we show how to refine $M(\phi)$ into implementation that makes different choices than those made in [20], yet satisfies property $\phi$.

**Elaboration.** As can be seen for $M(\phi_1)$ in Figure 8, the initial synthesized model can have many maybe transitions due to the declarative nature of properties. Therefore, in addition to validating the synthesized MTS, support is needed for iterative refinement, which removes maybe transitions, narrowing down the acceptable implementations and leading eventually to one LTS implementation.

MTS merging provides an elegant and automated way of refining an existing partial model. Merging guarantees (by Theorem 1 and the fact that it builds common refinement [27]) that properties of both models being merged are preserved in all implementations of the resulting MTS. Consequently, if, for instance, by replaying the behaviour of an MTS to users, a new property becomes apparent, that property can be integrated with the existing MTS description of the system by first synthesizing an MTS for the property and then merging it with the rest of the system. Additional information can also come in the form of a hand-crafted MTS (or LTS) that can then be merged in.

For example, consider the model shown in Figure 9. To obtain this model through successive refinements of $M(\phi)$, first we synthesize an MTS for the conjunction of the following two properties, merging it with $M(\phi)$:

$$\phi_5 = G\{x \text{ switchOn} \Rightarrow \neg \text{PumpOn}\}$$

$$\phi_6 = G\{x \text{ switchOff} \Rightarrow \text{PumpOn} \land \neg \text{switchOn}\},$$

which state that the pump can only be turned on if it is already off ($\phi_5$), and the pump can only be turned off if it is already on ($\phi_6$). These properties exploit FLTL to express the relation between the occurrence of an event (recall that the fluent switchOn, which should be interpreted as “the event switchOn has just occurred”, is defined implicitly as $\{\text{switchOn, Act '\{} \text{switchOn} \text{'\}}\}). This step does not refine all maybe transitions on switchOn and switchOff to required transitions because $M(\phi_5 \land \phi_6)$ contains self-loops on other actions in the alphabet, but rather restricts the occurrence of consecutive switchOn and switchOff events.

Second, we construct two models of the environment by hand: one that contains assumptions on the water levels (Figure 10(a)) and one that contains assumptions on the methane (Figure 10(b)), with the goal to restrict implementations to those that make the above assumptions on their environment. We then merge the models in Figure 10 with $M(\phi_5 \land \phi_6) + M(\phi)$ (the result of our previous step). Although these models do not have the same alphabet, by results in [3], a unique merge exists and the properties are preserved by Theorem 1.

The resulting model in Figure 9 is a refinement of $M(\phi)$. Note that in Figure 9, for illustration purposes, we depict examples of transitions from $M(\phi)$ that were refined to false using dotted lines. In particular, this refinement requires that the pump is only switched on if it is already off and only switched off if it is already on, removing unnecessary maybe self-loops on switchOn and switchOff (e.g., in state 11 on switchOn). In addition, methane cannot appear if it has already appeared and cannot leave if it has already left, removing unnecessary maybe self-loops on methAppears and methLeaves (e.g., in state 11 on methAppears). Finally, the water level cannot move from low to high or from high to low without going through medium, and cannot move from the current level to the current level (e.g., low to low). This removes transitions that skip over medium water (e.g., the maybe transition from state 0 to state 2 on highWater), as well as maybe self-loops on the water levels (e.g., in state 11 on medWater).

Additionally, scenario-driven approaches can be used as an alternative way of pruning the possible implementations described by an MTS. That is, positive and negative examples of system behaviour provided by a user could be used to refine maybe transitions to true or false ones. For example, refer to the model in Figure 9. Property $\phi_7$, which expresses that the water is only switched on when there is high water, evaluates to maybe because of maybe transitions from 0 to 7 and from 1 to 8 on switchOn. If the behaviours expressed by this property are provided by scenarios, then by using the animation and walk-through techniques discussed above, this transition can be refined to false. Such refinements make the resulting model inconsistent with that in [20], since the model in [20] requires that the pump can be turned on at low and medium water.

An example of how such scenario-driven elaboration could be done in an interactive and iterative fashion is as follows: The MTS can be animated by a user starting at the initial state and choosing which enabled transition to take. Taking a transition leads to a new current state which puts forward a new set of enabled transitions for the user to chose from. Maybe transitions that are fired by the user can be converted into required transitions, while a simple interface which distinguishes maybe from required transitions could allow a user to indicate that certain maybe transitions should not be available in the current state. Such an indication would lead to refining the selected maybe transition to false. To aid the user, a graphical animation of the MTS, depicting the state of the system, could be displayed while the user drives the understanding and refinement process.

**Summary.** In this section, we have shown how our synthesis approach can be used to build an operational model of the mine pump controller that satisfies all given properties without biasing the possible implementations of the controller. In particular, the synthesized model does not constrain implementations that satisfy the given properties. We compared the synthesized model $M(\phi)$ to existing models for the mine pump controller [3, 20] and exemplified how our model does not introduce implementation bias and can be refined into one of the implementations that satisfies $\phi$.

6. DISCUSSION AND RELATED WORK

In this section, we discuss our results and decisions we have made, comparing our approach with related work.

**MTSs over Infinite Traces.** In Linear Temporal Logic
3-valued FTLT and Model Synthesis. In Section 3, we provide a formal framework for developing 3-valued LTL-like formulas to capture the notion of emergent properties with respect to observational refinement. In this framework, the LTL-like formula $A$ is the empty LTS, i.e., the empty-view model. We discuss how observational refinement is reflected in the model of $A$, and how this refinement affects the emergence of emergent properties.

Relaxed Word. In this paper, we have presented an automated technique for synthesizing LTS models from behavioral specifications expressed in FTLT. This technique is based on the idea that the synthesized LTS models are behaviorally equivalent to the behavioral specification, and that they can be used to analyze and verify the properties of the specified behavior.
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LTS implementation. These MTS models can be refined into a desired implementation using a number of elaboration techniques.

In addition to the synthesis, the paper has presented a 3-valued version of FLTL which can be evaluated over partial behaviour models such as MTSs. A number of results relating the logic, MTS synthesis, and MTS merge support compositional model elaboration and consistency checking.

We have illustrated the use of our synthesis approach and the utility of the formal results using a mine pump example.

Our long-term goal is to provide a sound engineering approach to the development of software systems via automated support for constructing and elaborating behavioural models incrementally from scenario-based and declarative behaviour specifications, starting with partial behaviour models and leading to behaviour models that fully describe the required system behaviour. We therefore plan to extend our approach to accommodate scenario descriptions, both to synthesize partial behaviour models and to support their refinement.

Key to success of the approach presented in this paper is to provide adequate support for model elaboration, from the constructed highly partial model, into a desired implementation. To this end, we plan to further develop and implement the methodology for model elaboration which combines visualization strategies, support for elicitation and application of domain assumptions and requirements. We also intend to conduct larger case studies that illustrate our model synthesis and elaboration approach.
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