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Figure 1: Cache hit ratio
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Figure 2: Runtime reduction

Goal: Jobs should consume data cached across the

. L Cache-aware schedulin
cluster first, not evict it 5

o . Vanilla (baseline) misses sharing opportunities
® Application Master reports blocks of interest to Quartet

« Uninformed replica selection

Manager = 40-45% of cache hit rate with resident dataset
® Quartet Manager informs Application Master on cached « Processing order independent of cache content
blocks - Close to no reuse from cache on large datasets
©® Application Master schedules tasks with cached blocks first Quartet improves the efficiency of Hadoop and Spark

- Cache hit rate increased to 92-98%
- Up to 45% reduction of runtime




