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Analog-to-digital conversion for Multi-gigabit/s communication:

• Beyond 100 MHz, energy required per conversion-step begins to 

increase linearly with frequency [1].

• Low precision ADCs are a good solution as these can be designed more 

easily and are more power efficient [2].

• Especially for short range, intra-chip communications where the energy 

consumption of the ADC is dominating.

• In special case of 1-Bit Quantization at the receiver, quantization losses 

can be partially compensated with oversampling [3].

(e.g. based on BiCMOS technology with transit frequency ≥ 500GHz)

Different kinds of Source Models

• Markov Symbol Source [4]

• Super-Symbol Source Model

Challenge

Generation and detection of finite length reconstructible

sequences received with 1 bit quantization and oversampling

Bits to Super-Symbols Mapping

System Model with a 4-ASK symbol source, AWGN finite memory channel,

matched filters and 1-Bit quantization & oversampling at the receiver

• Super-symbol source provides a slightly lower source entropy than the 

Markov source but at in return greatly reduces the receiver complexity. 

• In terms of SER performance, super-symbol source performs equally 

good as a Markov source.

Background

Oversampling factor, M = 3

Channel Memory, L = 1

Receive filter length, ξ = 1Fabian DiehmSuper-Symbol Source

System Model with super-symbol source and detection

• Detection done independently for each symbol block called super-symbol.

• There is no interference in the detection of current symbol block by the ones 

transmitted before or after it.

• This ensures an unambiguous detection while reducing the complexity of 

the receiver and transmitter design.

No. of reconstructible super-symbols and source entropy

• S=6 is the best choice till S<10

• One super-symbol  𝑥 needs to be selected out of various super-symbols 

leading to the same quantized out. The method of selection is as follows:

where, qδ are the permissible quantized output vectors,

q’δ are the non-permissible quantized output vectors

• In order to map 10 bits to one super-symbol, 1024 super-symbols need

to be selected out of 1120. For this the first 1024 super-symbols are

chosen whose unquantized output sequence has the maximum of the

minimum distance to any quantization region not associated to its set.
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