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Motivation




Recap: GAIL

® A generator producing a policy = competes with a discriminator
distinguishing 7= and the expert.
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Drawbacks of GAIL

® |n reality, expert demonstrations can show significant variability.

® The observations might have been sampled from different experts with
different skills and habits.

® External latent factors of variation are not explicitly captured by GAIL,
but they can significantly affect the observed behaviors.
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Objective Function

® GAIL

mnin De(rg%%xﬂ E.[logD(s,a)] + IEnE[log(l — D(s, a))] — AH (1)

where 7 Is learner policy, and mz 1S expert policy.

® InfoGAIL
 Discriminator: same with GAIL
 Generator: simply introducing latent factor ¢ into m — m(als, c¢)
However, applying GAIL to (a|s, ¢) could simply ignore ¢ and fail to
separate different expert behaviors — adding more constraints over c



Constraints over Latent Features

® There should be high mutual information between the latent factor ¢ and
learner trajectory .

L p(c|7)
1(;7) = Zp(r)Zp(cmzogz s
® Independent
_p(c) xp(r) plclr) p(clt)
p(clt) = 0

) =1, 1o =
p@® () P2 7p(0)
® Maximizing mutual information I(c; )
— hard to maximize directly as it requires the posterior P(c|t)
— using Q(c|t) to estimate P(c|t)



Constraints over Latent Features

® Introducing the lower bound L; (7, Q) of I(c; 1)
I(c; 1)
= H(c) — H(c|7)

= Eqen(s.c) | Ee'~peim[logP (' [D]| + H(c)
= Eqr(iso) | Pke(PC 1D 1 QC D) + Ep_peipy llogQ(e'10]] + H(c)
> Ea-r(ls, ¢) |Ee'~p(cim [10gQ(c [D]| + H(c)

= Ec-p(c)a~n(ls, o)llogQ(c|t)] + H(c)
— LI (77:' Q)




Constraints over Latent Features

® There should be high mutual information between the latent factor ¢ and
learner trajectory .

® Maximizing mutual information I(c; )
— hard to maximize directly as it requires the posterior P(c|t)
— using Q(c|t) to estimate P(c|t)

® Maximizing I(c; t) through maximize the lower bound L;(m, Q)




Objective Function

® GAIL

mnin De(rg%)gxﬂ Er[logD(s,a)] + E., [log(l — D(s, a))] — AH ()

where 7 Is learner policy, and mz 1S expert policy.

® InfoGAIL

r7rTliQn max ErllogD(s,a)] + E., [log(l — D(s, a))] — A L;(m,Q) — A,H ()

where 4; > 0 and 4, > 0.



InfoGAIL

from a known
Latent Feature c distribution

|

c~p(c)
_ Posterior
Environment Generator — Approximator
Policy (als, ¢) Qlelr)
Cost

Trajectories

Discriminator D

Binary Classifier
Expert Data >




Algorithm 1 InfoGAIL

Input: Initial parameters of policy, discriminator and posterior approximation 6y, w, ¥g; expert
trajectories 7p ~ T containing state-action pairs.
Output: Learned policy 7y
for: =0,1,2,...do
Sample a batch of latent codes: ¢; ~ p(c)
Sample trajectories: 7; ~ 7y, (c;), with the latent code fixed during each rollout.
Sample state-action pairs y; ~ 7; and xg ~ 7 with same batch size.
Update w; to w; 1 by ascending with gradients

Ay, = IAEXi [V, log Dy, (s,a)] + IE:xE [V, log(1 — Dy, (s,a))]

Update v; to ¥;11 by descending with gradients
Albz' - _)\1IEX1Z [V¢z log Qwi (C|57 a)]
Take a policy step from 6; to 6, 1, using the TRPO update rule with the following objective:

A

]EXi [log Dwi—}—l (57 a’)] — ALy (7T9i7 Q¢i+1) - )‘ZH(W&)

end for




Additional Optimization




Reward Augmentation

® [f the expert is performing sub-optimally, then any policy trained under the
recovered rewards will be also suboptimal.

® Reward augmentation: providing additional incentives to incorporate
prior knowledge to the agent without interfering with the imitation

learning process.
— specifying a surrogate state-based reward n(mg) = Eg_, [r(s)] that

reflects our bias over the desired agent’s behavior.

rgillgl max Er,[logD,(s,a)] + Er, [log(1 — Dy (s,a))| — Ao (g ) — A1 L;(mg, Q,/,) — A,H (my)
where 1, > 0.



Improved Optimization

® The traditional GAN objective suffers from vanishing gradient and mode
collapse problems.

® \anishing gradient
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Improved Optimization

® The traditional GAN objective suffers from vanishing gradient and mode
collapse problems.

® Mode collapse: generator tends to produce the same type of data
— generator yields the same G(z) for different z




Improved Optimization

® The traditional GAN objective suffers from vanishing gradient and mode
collapse problems.
— using the Wasserstein GAN (WGAN)

%1}/51 ma?X ]ETL'Q D, (s,a)] — IEnE [Dy,(s,a)] — Agn(mg ) — /11L1(7T9» Qw) — A,H (1)




Algorithm 2 InfoGAIL with extensions

Input: Expert trajectories 7 ~ mg; initial policy, discriminator and posterior parameters
0o, wo, Vg; replay buffer B = &;
Output: Learned policy 7y
for: =0,1,2,...do
Sample a batch of latent codes: ¢; ~ P(c)
Sample trajectories: 7; ~ 7y, (¢;), with the latent code fixed during each rollout.
Update the replay buffer: B «+— B U 7;.
Sample x; ~ B and xg ~ 7 with same batch size.
Update w; to w; 1 by ascending with gradients

sz‘ - Exz' [vwz 'Dwi (87 CL)] - IAEXE [sz Dwz’ (37 a)]

Clip the weights of w; 1 to [—0.01,0.01].
Update 1; to 1,1 by descending with gradients

A%‘ = _AlIEXi [v¢i log Qwi (c|s, a)]

Take a policy step from 6; to 6,1, using the TRPO update rule with the following objective
(without reward augmentation):

H::’Xi [Dwz'+1 (57 a)] - )‘1LI(7T91" Q’M}H-l) - )\QH(T‘-ei)
or (with reward augmentation):
EXi [Dw'i-l-l (37 a)] - )‘077(7791') - )‘1LI(7T9i7 Qwi+1) - )‘2H(7T9z')

end for




Experiments




_earning to Distinguish Trajectories

® The observations at time t are positions fromt — 4 to t.
® The latent code Is a one-hot encoded vector with 3 dimensions and

a uniform prior.

(a) Expert (b) Behavior cloning (c) GAIL (d) Ours




Self-driving car in the TORCS Environment

® The demonstrations collected by manually driving

® Three-dimensional continuous action composed of steering, acceleration, and
braking

® Raw visual inputs as the only external inputs for the state

® Auxiliary information as internal input, including velocity at time t, actions at

time 7 — / and t — 2, and damage of the car [

® Pre-trained ResNet on ImageNet




Input Image
110 x 200 x 3

ResNet-50 conv4-f Ir;gt:(tslz)n:%e
pretrained features
(7 x 13 x 1024d)
2 3 x3cony, 32, 2x 2 stride
3 x 3 cony, 256 . /
7 3 x3 cony, 64, 2 x 2 stride
3 x 3 conv, 256, 2 x 2 stride 2
Y 3x3conv, 128, 2 x 2 stride
flatten auxiliary variables (10d) 7
S— | flatten actions (3d)
Y concat
256 fc latent code (2d) \ 4
L\ / 256 fc auxiliary variables (10d)
128 fc 128 fc v
<um | 128 fc
v v
3 fc (actions) 1 fc (score)

(a) Network architecture for the policy/generator my.  (b) Network architecture for the discriminator D,,.




Performance

® Turn
[0, 1] corresponds to using the inside lane (blue lines), while [1, 0]
corresponds to the outside lane (red lines).
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Performance

® Pass
[0, 1] corresponds to passing from right (red lines), while [1, O] corresponds
to passing from left (blue lines).
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Performance

® Classification accuracies of Q(c|t)
® Reward augmentation encouraging the car to drive faster

Table 1: Classification accuracies for pass. Table 2: Average rollout distances.
Method Accuracy Metho'd ' Avg. rollout distance
Chance S0% Behavior Cloning 701.83
K 55 4 GAIL 914.45
ngans P InfoGAIL \ RB 1031.13
InfoGAILL (O 81.9 0/0 InfoGAIL \ RA 1123.89

nfoGAIL (Ours) 3% InfoGAIL \ WGAN 1177.72
SVM 85.8% InfoGAIL (Ours) 1226.68
CNN 90.8% Human 1203.51
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