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A computer vision goal

Recognize many different objects under
many viewing conditions in unconstrained

settings.
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Why is this hard?

10,000 patches/object/image 0O

» time

Plus, we want to do this for ~ 1000 objects 1,000,000 images/day



* The representation and matching of pictorial structures Fischler, Elschlager (1973).

* Face recognition using eigenfaces M. Turk and A. Pentland (1991).

* Human Face Detection in Visual Scenes - Rowley, Baluja, Kanade (1995)

 Graded Learning for Object Detection - Fleuret, Geman (1999)

* Robust Real-time Object Detection - Viola, Jones (2001)

* Feature Reduction and Hierarchy of Classifiers for Fast Object Detection in Video Images - Heisele, Serre,
Mukherjee, Poggio (2001)



"Head in the coffee beans problem”

Can you find the head in this image?
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Some symptoms of standard approaches
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Just objects is not enough
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The detector challenge: by looking at the output of a detector on a random set
of images, can you guess which object is it trying to detect?



What object is detector trying to detect?
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The detector challenge: by looking at the output of a detector on a random set
of images, can you guess which object is it trying to detect?



1. chair, 2. table, 3. road, 4. road, 5. table, 6. car, 7. keyboard.



The importance of contex

Cognitive psychology
— Palmer 1975
— Biederman 1981

Computer vision

— Noton and Stark (1971)

— Hanson and Riseman (1978)
— Barrow & Tenenbaum (1978)
— Ohta, kanade, Skai (1978)

— Haralick (1983)

— Strat and Fischler (1991)

— Bobick and Pinhanez (1995)
— Campbell et al (1997)

Class Context elements Operator
SKY ALWAYS ABOVE-HORIZON
SKY SKY-IS-CLEAR A TIME-IS-DAY BRIGHT
SKY SKY-IS-CLEAR A TIME-IS-DAY UNTEXTURED
SKY SKY-IS-CLEAR A TIME-IS-DAY A RGB-IS-AVAILABLE | BLUE
SKY SKY-IS-OVERCAST A TIME-IS-DAY BRIGHT
SKY SKY-IS-OVERCAST A TIME-IS-DAY UNTEXTURED
SKY SKY-IS-OVERCAST A TIME-IS-DAY A WHITE
RGB-IS-AVAILABLE
SKY SPARSE-RANGE-IS-AVAILABLE SPARSE-RANGE-IS-UNDEFINED
SKY CAMERA-IS-HORIZONTAL NEAR-TOP
SKY CAMERA-IS-HORIZONTAL A ABOVE-SKYLINE
CLIQUE-CONTAINS(complete-sky)
SKY CLIQUE-CONTAINS(sky) SIMILAR-INTENSITY
SKY CLIQUE-CONTAINS(sky) SIMILAR-TEXTURE
SKY RGB-IS-AVAILABLE A CLIQUE-CONTAINS(sky) SIMILAR-COLOR
GROUND CAMERA-IS-HORIZONTAL HORIZONTALLY-STRIATED
GROUND CAMERA-IS-HORIZONTAL NEAR-BOTTOM
GROUND SPARSE-RANGE-IS-AVAILABLE SPARSE-RANGES-FORM-HORIZONT/
GROUND DENSE-RANGE-IS-AVAILABLE DENSE-RANGES-FORM-HORIZONTA
GROUND CAMERA-IS-HORIZONTAL A BELOW-SKYLINE
CLIQUE—CONTAINS(compIete—ground)
GROUND CAMERA-IS-HORIZONTAL A BELOW-GEOMETRIC-HORIZON
CLIQUE-CONTAINS(geometric-horizon) A
- CLIQUE-CONTAINS(skyline)
GROUND TIME-IS-DAY DARK




Humans make extensive use of contextual visual information
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Mezzanotte & Biederman, 1980



Objects and Scenes

Stimuli from Hock, Romanski, Galie, and Williams (1978).

I. Support (e.g., a floating fire hydrant). The object does not appear to be resting on a surface.

2. Interposition (e.g., the background appearing through the hydrant). The objects undergoing this
violation appear to be transparent or passing through another object. ’

. Probability (e.g., the hydrant in a kitchen). The object is unlikely to appear in the scene.

4. Position (e.g., the fire hydrant on top of a mailbox in a street scene). The object is likely to occur
in that scene, but it is unlikely to be in that particular position.

. Size (e.g., the fire hydrant appearing larger than a building). The object appears to be too large
or too small relative to the other objects in the scene.
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Collecting datasets
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Human vision

*Many input modalities
*Active

*Supervised, unsupervised, semi supervised
learning. It can look for supervision.

Robot vision

*Many poor input modalities
Active, but it does not go far

Internet vision
*Many input modalities
It can reach everywhere
*Tons of data




Collecting datasets
(towards 1067 examples)

TR
2:23 300

« ESP game (CMU)
Luis Von Ahn and Laura Dabbish 2004

« LabelMe (MIT)

Russell, Torralba, Freeman, 2005

« StreetScenes (CBCL-MIT)
Bileschi, Poggio, 2006

«  WhatWhere (Caltech)
Perona et al, 2007

« PASCAL challenge
2006, 2007

* Lotus Hill Institute
Song-Chun Zhu et al, 2007

« 80 million images
Torralba, Fergus, Freeman, 2007
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Zoom Erase Help Make 3D Upload image Show me another image There are 416643 labelled objects

Polygons in this image (us. xuy

uldin
building oecludad

buillding occluded
building

stairs

person walking
sidewalk

road

tree

shop \A"indow

' Whatis this object?

- pole| \
[ Done ][ Delete ]

http://labelme.csail.mit.edu

B.C. Russell, A. Torralba, K.P. Murphy, W.T. Freeman, IJCV 2008



Extreme labeling




The other extreme of extreme labeling

... things do not always look good...




Testing

Most common labels:

test

adksdsa

woiieiie



Sophisticated testing

Most common labels:
Star

Square

Nothing



Creative testing

Do not try this at home
LWW Please contact us if you find any bugs or » ﬁgn_in (why?)
have any suggestions.
There are 1568302 labelled objects

Label as many objects and regions as you can in s rdgem2de y .
. . Edit/delete object
Instructions (Get more help)

Use your mouse to click around the
boundary of some objects in this image.
You will then be asked to enter the name
of the object (examples: car, window).

'stupid birdie

Labeling tools

QP!

Erase Zoom
segment Fit Image

Polygons in this image
XML
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Object statistics

Window (25741)

Sky (7080)

Car (20304) Tree (17526) Bwldlng (16252) Person (13176) Head (8762)

Leg (5724) Road (5243) _ Arm (4778) _ Sidewalk (4771)

v '

Table (3970) Torso (3101) Mountain (2750) Streetllght (2414) Wheel (2314)

4384) Chair (4065)

Wall (4590)
—

Sign (4587) Plant (

Door (4041)

10%}
10°
Stats: § -
430,000 polygons 3
8500 different object descriptions o
« 265 descriptions with more than 100 instances
1020" 10 10° 10°

Frequency rank



How many more images do we need label?

Mosaic showmg12 000 fully annotated images
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Interactive version at: http://people.csail.mit.edu/torralba/research/LabelMe/labelmeMap/



How many images do we need to label?
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Beyond object annotation
Building a database of 3D scenes
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tree (4.2 meters tall)

person (1.8 meters tall)

= B.C. Russell and A. Torralba. CVPR 2009.



1km
100m
410m

3D models




PAE Q@ P

Zoom Erase There are 230642 labelled objects

Polygons in this image . xmy

road

Edit/delete object

:doonNay I
[ Done ][ Delete ]

B. Russell, A. Torralba, J. Schwartz J. Ponce. 2008






Objects in context




Contextual object relationships

Carbonetto, de Freitas & Barnard (2004) Kumar, Hebert (2005)

Fink & Perona (2003)

A eve C. face
feature feature
from from face
raw detection
tmage image
B. face D. eye
feature feature
from from eye
raw detection

. - -
mmasg immage




The context challenge

How far can you go without
using an object detector?



What are the hidden objects?




What are the hidden objects?




What are the hidden objects?

Chance ~ 1/30000




Global and local representations

building

=g Urban street scene

sidewalk




Global and local representations

building

=g Urban street scene

sidewalk

. -TEm -
> ."'. o

_ Image index: Summary statistics,
\ configuration of textures

A

histogram =P Urban street scene

|_| >

features




An integrated model of Scenes,
Objects, and Parts

Scene
S
Context,
Scene recognition
- | - (I &
e Regions
\ ;s - - - N
H oo (£ / S
[~ e—— g
——

// Scene
|
i :V“F Object parts @ features
= -

Multiclass and pose invariant
object detection,




Scene recognition

AV RO,
Scene
@ features

M=4




Global scene representations

Bag of words Spatlally organized textures

ke wRE e =g

M. Gorkani, R. Picard, ICPR 1994
A. Oliva, A. Torralba, IJCV 2001

Sivic et. al., ICCV 2005

Fei-Fei and Perona, CVPR 2005 . level 0. _lcvcl 1 _lcvcl 2
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Walker, Malik. Vision Research 2004 X W,
S. Lazebnik, et al, CVPR 2006

Spatial structure is important in order to provide context for object localization



Features for matching images: Gist
Oliva and Torralba, 2001
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*Apply oriented Gabor filters
over different scales
*Average filter energy

In each bin

8 orientations
4 scales

X 16 bins

512 dimensions

*Used for scene recognition
*Similar to SIFT (Lowe 1999)



Example visual gists

Global features (I) ~ global features (I’)  Oliva & Torralba (2001)




Context-based vision system for place
and object recognition

We use 17 annotated sequences for training |
- g e

< > < > < > < >
Office 610 Corridor 6b Corridor 6¢ Office 617

» Hidden states = location (63 values)
« Observations = v&, (80 dimensions)

* Transition matrix encodes topology of
environment

* Observation model is a mixture of
Gaussians centered on prototypes (100
views per place)

Torralba, Murphy, Freeman and Rubin. ICCV 2003



Our mobile rig

Torralba, Murphy, Freeman, Rubin. 2003



Place recognition demo
O

t=930, truth = 400-fl6-visionArea

/ \

Input image (120x160) Shows the category and the identity of
The place when the system is confident.
Runs at 4 fps on Matlab.



|dentification and categorization of known

Thistle corridor
Theresa office
200 side street

Draper street
200 out street
400 Short street
Draper plaza
400 plaza

400 Back street
Jason corridor
elevator 200/7

Vision Area 2
Vision Area 1
kitchen floor 6
elevator 200/6
corridor 6¢
corridor 6b
corridor 6a
office 400/628
office 400/627
office 400/625
office 400/611
office 400/610
elevator 400/1
elevator 400/1

kitchen

lobby |-

open space
corridor
office
plaza

street

outdoor
indoor

places

» d
» «

v
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Building 400 Outdoor Al-lab

Ground truth
«sa System estimate

Specific location

Location category

Indoor/outdoor

500 1000 1500 2000 2500 3000
Frame number
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Application of object detection for
image retrieval

Results using the keyboard detector alone




The system does not care about the
scene, but we do...

We know there is a keyboard present in this scene even if we cannot see it clearly.

... even if there is one indeed.



An integrated model of Scenes,
Objects, and Parts

Scene
S

P(N., | S = street)

01 5 N @
P(N., | S = park)

] Scene
{ qist
| features

01 5 N




Application of object detection for
image retrieval

1_I' """""" I """"" '_"_'E'I'l',',fi" :
Results using the key 09 - ---------- e

R M o o
""""" ¢ 4" Detector: § |
U U U S

S ~|cene features

) ll .............................................................
_‘ . X . . X R b
Y O AT e A . | e .
i : : = = =|ocal (auc=0.81) | - - ‘T
o R R SRS EXREARY global (auc=0.90) || st ; 5'__
: : both (auc=0.91) | | _ im. .

0 0.2 0.4 0.6 0.8 1
false alarm rate



Context driven object detection

Scene
gist
features




3d Scene Context

Camera

Camera
Height

Object Image
Height

3D Object @/

Object World Object World
Height Height
Image World

Hoiem, Efros, Hebert ICCV 2005



20.3

meters
Hoiem, Efros, Hebert ICCV 2005



An integrated model of Scenes,
Objects, and Parts

We train a multiview car detector.

p(d | F=1) = N(d | uy, 04)
p(d | F=0) = N(d | ug, 0¢)




Cbdbeban

For each detected region we have to decide if the target is present
p(F]SaT — |di;a/l“, wia'r




Object locations
within the image are
not independent.

All vehicles share
the same ground
plane.

Chdbebah

The graph is fully connected







An integrated model of Scenes,
Objects, and Parts

Scene

Scene
gist
features




Predicting object location

Trin.ing set (cars) Z|g = Z (A, gtb,) W (g)




Predicting location

Predicted Y

X
©
O]
e
O
©
)
—
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Torralba & Sinha, 2001; Murphy, Torralba, Freeman, 2003; Hoeim, Efros, Hebert. 2006




Car detection without a car detector




screens I keyboard

T —
L™ a2

pedestrian




Detecting faces without a face detector




An integrated model of Scenes,
Objects, and Parts

Scene

ay/ O,
Scene
gist

M=4 features

P(FS | xd.9) cp(F | SIp(S | 9) Pl | 9) TINGX: w5, 042) TN 1y, 052) TIN(G i, 002




A car out of context ...




Failures

* If the detector fails... context can not help




Failures

* If the detector fails... context can not help

* If the detector produces a contextually
coherent false alarm, context will increase
the errorgm




Benefits of context

* Increases performances

precision

Detector alone
—— Integrated model

— Integrated modeIW|th
: ground truth for context
0 :
0%

0% recall

* Increases efﬁmency

W8 | Reduced search space




3D City Modeling using Cognitive Loops

(a) (b) (c) (d)
Figure 6. Stages of the recognition system: (a) initial detections before and (b) after applying ground plane constraints, (c) temporal
integration on reconstructed map, (d) estimated 3D car locations, rendered back into the original image.

N. Cornelis, B. Leibe, K. Cornelis, L. Van Gool. CVPR'06



Large databases




Why is scene understanding hard?
Scenes are unique




But not all scenes are so original




But not all scenes are so original




The two extremes of learning

Extrapolation problem Interpolation problem
Generalization Correspondence
Transfer learning Finding the differences

N\

o

108 Number of
training
samples




80.000.000 images

75.000 non-abstract nouns from WordNet 7 Online image search engines

entity "
pgnyﬁt'ga/ \ @ Images Cyld ral
WebShfS Image Searchg e

p)I(C‘;}ea rChm altgi};:a'

flickr

substance

instrumentality. 53 “ 59

oova
‘ance

device 58 65
| gIomng

= A.Torralba, R. Fergus, W.T. Freeman. PAMI 2008



A. Torralba, R. Fergus, W.T. Freeman. PAMI 2008



A. Torralba, R. Fergus, W.T.Freeman. PAMI 2008
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What can we do with a good similarity metric
and a lot of data?

Nearest neighbors
Input image

Labels
Motion o
Depth £

cee . Lsaad e bt by & — 5 = - et
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Motion
Depth

-
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=

The space of world images

Hays, Efros, Siggraph 2006
Russell, Liu, Torralba, Fergus, Freeman. NIPS 2007°



With a good image similarity
and a lot of data...




With a good image similarity
and a lot of data...




With a good image similarity
and a lot of data...




SIFT flow:

dense correspondence across different scenes

Input image

L]

Nearest neighbors

Liu, Yuen, Torralba. CVPR 20009.



Berg, er, Mali CVR 2005

Yuille '91; Brunelli & Poggio '93; Lades, v.d. Malsburg et al. '93; Cootes, Lanitis, Taylor et al. '95;
Amit & Geman ‘95, ‘99 ; Perona et al. ‘95, ‘96, '98, '00; Felzenszwalb & Huttenlocher ‘00

Liu, Yuen, Torralba CVPR 2009

Object recognition by scene alignment



The simplest alignment problem: matching two consecutive
HEINES

AT

Hypothesis: if we have a dataset that is large enough, we
can find an image that is close enough to our input.




Dense SIFT descriptor

128 dimensions/pixel

T
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A TSN 7 }\
7

— Y 1 x® NS
P i Y

™ —r /"x * v -
\‘ S N ‘/

\‘_ NP ‘7/

Image gradients Keypoint descriptor

SIFT (scale-invariant feature transform)
« 8 orientations, 4x4 cell grid
» Characterize local image gradient

SIFT Visualization: map 128
dimensions in 3D color space



Matching dense SIFT
descriptors

RGB images

SIFT images




Objective function of SIFT flow

« The energy function is similar to that of optical flow:

E(w) = Zmin (HSl( ) — s2(p + w(p H1 )

p

> u(lu)] + o))+

p

Data term (reconstruction)

Small displacement bias

Z min <Oz|u(p) —u(q)], d) + min (oz\v(p) —v(q)], d)

(p,q)€e

Smoothness term

* P, g: grid coordinate, w: flow vector, u, v: x- and y-

components, s, S,: SIFT descriptors




Retrieval results

Flow field

Query Best match Query & warped
Best match



Retrieval results

Flow field

Query Best match Query & warped
Best match



Retrieval results

Flow field

Query Best match Query & warped
Best match



Retrieval results

kh” &“‘ g

RGB

Flow field

SIFT

Query Best match Query & warped
Best match



Retrieval results

RGB

Flow field

SIFT

Query Best match Query & warped
Best match



System overview

D ree
SIFT flow SIFT Annotation B sy
i . road
Nearest neighbors —
. field
- car

Flow visualization code
- unlabeled



System overview

EI.

3,

Ground truth
D tree
SIFT flow SIFT Annotation B sy
. road
'. Warped nearest neighbors —
- car

- unlabeled



Scene parsing results (2)

B vee
M-
- mountain

- unlabeled

[Mtree
[Tstreetiight
[Wlsky
.sidewalk

road
[Wlpole
[Cgrass

car
[Mlbuilding
Muniabeled

i111111/1

window
-tree
[Wlsky
l:]road
[llperson
[car
[Mlouilding
-awning

-unlabeled

-

-
™
- building

- unlabeled

Annotation of Warped best Parsing result Ground truth
best match match to query



Predicting events




Predicting events




Query



Query Retrieved video



Query Retrieved video

Synthesized video



Query Retrieved video

Synthesized video



Query Retrieved video

Synthesized video



Query Retrieved video

Synthesized video



Summary

* Gist of the scene & context
models for object and
scene recognition

» Building datasets for
computer vision

» Exploiting large databases
and non-parametric
methods for scene
understanding




We have better low and mid-level vision
! 1 ||||H| Better learning algorithms
ﬂ&lﬂ’ﬁf"“, Lot’s of computational power
e And lot’s of data

We are running out of excuses



