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What is this?

Game: Caption the following images using one short sentence.
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What is this?
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What is this?

» LAY 3ine,
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What is this?




What is this?

Let’s now let a CNN play this game
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http://places2.csail.mit.edu/demo.html

What is this?

Let’s now let a CNN play this game

Current computer vision models are affected by domain
changes
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http://places2.csail.mit.edu/demo.html

Domain Adaptation

Use the same model with different data distributions in training
and test
P(X) # P(X); P(Y|X) = P(Y'|X")

TRAIN

Catalog images Mobile phone photos

Credit: Kristen Grauman

TEST
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Domain adaptation

Domain shift:

» Dataset shift in machine learning [Quionero-Candela 2009]

» Adapting visual category models to new domains [Saenko
2010]

Dataset bias:

» Unbiased look at dataset bias [Torralba 2011]
» Undoing the damage of dataset bias [Khosla 2012]
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One-Shot Learning

Learn a classifier using only one (or fewer than normal)
examples.

“segway”

w%

Credit: Russ Salakhutdinov

» A Bayesian approach to unsupervised one-shot learning
of object categories [Fei-Fei 2003]

» Obiject classification from a single example utilizing class
relevance pseudo-metrics [Fink 2004]
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One-Shot Learning

Training
» Many labeled images for seen categories

Test
» One (or a few) training images for new categories
» Infer new classifiers

» Test on a testing set (often combining images from seen
and unseen categories)
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Zero-shot learning

American Goldfinch Intuitive!
Beak longer than head X
Solid yellow belly v

Black and white wings v

Credit: Stanislaw Antol

» Zero-shot learning with semantic output codes [Palatucci
2009]

» Learning to detect unseen object classes by
between-class attribute transfer [Lampert 2009]
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Zero-Shot Learning

Training
» Images for seen classes
» Additional knowledge for seen classes (attributes,
descriptions, ...)
» Train mapping knowledge to classes

Test
» Additional knowledge for unseen classes
» Infer new classifiers
» Test on a testing set (often combining images from seen
and unseen categories)
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Word of caution

All these terms are related one to another and many tasks
involve a combination of them, often leading to the terms being
mixed up in the literature.
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Paper #1: Domain Adaptation - Tzeng et al.

Simultaneous Deep Transfer Across Domains and Tasks
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Paper #1: Domain Adaptation - Tzeng et al.

Simultaneous Deep Transfer Across Domains and Tasks

Goal: Adapt classifiers to work across domains.

digital SLR camera

Credit: Kate Saenko
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Paper #1: Domain Adaptation - Tzeng et al.

Wait! Doesn’t fine-tuning take care of that?
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Paper #1: Domain Adaptation - Tzeng et al.

Wait! Doesn’t fine-tuning take care of that?

Yes, but with two caveats:
» A considerable amount of LABELED data is still required
» Alignment across domains is lost
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Paper #1: Domain Adaptation - Tzeng et al.
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Credit: Tzeng et al.
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Paper #1: Domain Adaptation - Tzeng et al.

Assumptions:

» We have a (small) amount of labeled data for (a subset of)
the categories

» Source and target label spaces are the same
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Paper #1: Domain Adaptation - Tzeng et al.

convi convs fes
4 g classification
i loss.
convi

ax || softlabel
loss

Credit: Tzeng et al.

21/46



Paper #1: Domain Adaptation - Tzeng et al.

Domain confusion

Classify a mug
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Paper #1: Domain Adaptation - Tzeng et al.

Domain Confusion

Goal: Learn a domain-invariant representation

» Add a fully-connected layer £cD and train a classifier to
discriminate domains: Domain Classifier loss Lp

ACD(-'ESa:Engrcpr;gD) = *Z ]l[yD = dl lode (3)

A
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Paper #1: Domain Adaptation - Tzeng et al.
Domain Confusion
Goal: Learn a domain-invariant representation

» Add another loss that quantifies the domain invariance of
the representation: Confusion loss L., ¢

1
£conf(33Sy T, QD; grcpr) = - Z E 10g 4dd- (4)
d
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Paper #1: Domain Adaptation - Tzeng et al.

Domain Confusion
Goal: Learn a domain-invariant representation
» Optimize them alternatively in iterative updates (this is

hard because this objectives are in contradiction, similar
to adversarial networks!)

l'Ielil'l [:D (3337 xT, grspr; 9D) (5)
D
min l:conf(-TS; T, GD; grepr)- (6)

repr

Attention: This does not ensure that features represent the
same concepts across domains.
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Paper #1: Domain Adaptation - Tzeng et al.

Alignment of source and target classes

Goal: Force the representation to be aligned between source
and target domains

Simple implementation: Use the same category classifier for
both domains and use subset of labels available for target
domain

High-level idea: My features need to tell me that this
represents a mug regardless of the domain in order to obtain
good classification accuracy.
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Paper #1: Domain Adaptation - Tzeng et al.

Alignment of source and target classes

Goal: Force the representation to be aligned between source
and target domains

Paper alternative: Use a soft-label loss L, in which the
probabilities for each label are tried to be replicated.
Soft-labels are computed as average of predictions in the
source CNN
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Paper #1: Domain Adaptation - Tzeng et al.

Alignment of source and target classes
Goal: Force the representation to be aligned between source
and target domains

Adapt CNN backprop
: D W‘
.. high I I .
2 temp
b, > aotieywd ona a\3\00 bob‘d
Cross Entropy Loss

‘ Source Activations|
Per Class

aoey0 c“f"‘{av\igwﬂa‘d

Credit: Tzeng et al.

This is can be seen as having a prior on the class labels. But it
might not be right for some domains!
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Paper #1: Domain Adaptation - Tzeng et al.

A=W A-D W—-A WD D—A D-W |Average

DLID [7] 519 - - 89.9 _ 782 -

DeCAFg S+T [9] 80.7+£23 - - - - 948 +12 -

DaNN [13] 53.6+£02 - - 83.5+0.0 - 71.2£0.0 -

Source CNN 565+03 64.6+04 4274+01 936+02 47.6+0.1 924+03| 66.22
Target CNN 80.5+0.5 81.8+1.0 599+03 81.8+1.0 599+03 80.5+0.5| 74.05
Source+Target CNN 825+09 8.2+1.1 652+0.7 963+0.5 65.8+0.5 93.9+0.5| 81.50
Ours: dom confusion only 828+09 859+1.1 649+05 97.5+02 66.2+04 95.6+0.4| 82.13
Ours: soft labels only 82.74+0.7 849+12 652+0.6 983+03 66.0+05 95.9+0.6| 82.17
Ours: dom confusion+soft labels 82.7+ 0.8 86.1 £1.2 65.0+0.5 97.6 +£0.2 66.2+0.3 95.7+0.5| 82.22

Table 1. Multi-class accuracy evaluation on the standard supervised adaptation setting with the Office dataset. We evaluate on all 31 categories
using the standard experimental protocol from [28]. Here, we compare against three state-of-the-art domain adaptation methods as well as a

CNN trained using only source data, only target data, or both source and target data together.

AW A-D W—=A W=D D—A DWW |Average
MMDT [18] - 446 +£0.3 - 583+0.5 - - -
Source CNN 542+06 632+04 347+0.1 945+02 364+0.1 89.3+05| 62.0
Ours: dom confusion only 552406 63.7+£09 41.1+£00 965+0.1 41.2+0.1 91.3+0.4| 64.8
Ours: soft labels only 568+ 04 6524+09 388+04 965+02 41.7+03 89.6+£0.1| 648
Ours: dom confusion+soft labels 59.3 + 0.6 68.0 0.5 405+0.2 97.5+0.1 43.1+0.2 90.0+02| 66.4

Table 2. Multi-class accuracy evaluation on the standard semi-supervised adaptation setting with the Office dataset. We evaluate on 16
held-out categories for which we have no access to target labeled data. We show results on these unsupervised categories for the source only
model, our model trained using only soft labels for the 15 auxiliary categories, and finally using domain confusion together with soft labels

on the 15 auxiliary categories.

29/ 46



Paper #2: Zero-shot Learning - Ba et al.

Predicting Deep Zero-Shot Convolutional Neural Networks
using Textual Descriptions
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Paper #2: Zero-shot Learning - Ba et al.

Predicting Deep Zero-Shot Convolutional Neural Networks
using Textual Descriptions

Goal: Learn visual classifiers using only textual descriptions.

Globe thistle is one of the most elegantly colored plants around. It
has fantastical large blue balls of steel-blue flowers
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Paper #2: Zero-shot Learning - Ba et al.

iscore

{Dot
iproduct

f 9
Xk
MLP
CNN

TF-IDF i

) @

IS (g§ g § é? I
&9 g & &

‘T < Image
Wikipedia article

The Cardinals or Cardinalidae are a family of passerine

birds found in North and South America

The South American cardinals in the genus....

Credit: Ba et al.
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Paper #2: Zero-shot Learning - Ba et al.

Training:

» Images and descriptions for seen classes

» Learn classifiers for classes

» Learn a mapping from text to classifier weights
Test:

» Only descriptions for unseen classes

» Infer classifier weights (fully connected, convolutional or
both)

» Evaluate on unseen images
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Paper #2: Zero-shot Learning -

Ba et al.

The devil is in the details!
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"I'm here about the details.”
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Credit: Mark Anderson
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Paper #2: Zero-shot Learning - Ba et al.

Implementation details:

» Dimensionality reduction

We need to reduce the dimensionality of the features since we
only have < 200 descriptions and a classifier on fc7 features
would have 4096 dimensions!

Fortunately, projections of CNN features still are very
informative and we can learn them end-to-end using a MLP.
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Paper #2: Zero-shot Learning - Ba et al.

Implementation details:
» Adam optimizer

In many experiments it has been shown that for architectures
that would require different learning rates, Adam learns better
and faster!

Adam [13] is used to optimize our proposed models with
minibatches of 200 images. We found that SGD does not
work well for our proposed models. This is potentially due
to the difference in magnitude between the sparse gradient
of the text features and the dense gradients in the convo-
lutional layers. This problem is avoided by using adaptive
step sizes.

Credit: Ba et al.
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Paper #2: Zero-shot Learning - Ba et al.

Implementation details:
» Convolutional classifier

We can further reduce the dimensionality of the classifier
features by learning a convolutional classifier.

Kﬂ
.= o( D wp a;) : @
Credit: Ba et al.
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Paper #2: Zero-shot Learning - Ba et al.

Implementation details:

» Convolutional classifier

It also allows us to see which part of the image is relevant to
classify a species!

Credit: Ba et al.
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Paper #2: Zero-shot Learning - Ba et al.

Implementation details:
» TF-IDF and no predifined attributes

Can we improve the model by using distributed language
representations?

TF-IDF allows us to easily find the most important features

TF-IDF |
hl II I I I I-l
< fg 8 )
- [} T ms
|
Wikipedia article

The Cardinals or Cardinalidae are a family of passerine
birds found in North and South America
The South American cardinals in the genus...

Credit: Ba et al.
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Paper #2: Zero-shot Learning - Ba et al.

Evaluation of zero-shot learning is not straighforward

Accuracy and AUC measures are predominant measures, but
dataset splits are not standard
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Paper #2: Zero-shot Learning - Ba et al.

Evaluation of zero-shot learning is not straighforward

Accuracy and AUC measures are predominant measures, but
dataset splits are not standard

Summer Tanager Vermillion Flycatcher Brown Thrasher

Credit: Ba et al.
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Current work
Learning Aligned Cross-Modal Representations from

Weakly Aligned Data

Goal: Extend domain adaptation methods to more extreme
and abstract domain/modality shifts

' Clip art ' f Spatial text ' Descriptions
- e - -
| e = I| = . || =7 ""w||[There is a bed with a striped bedspread. Beside
3 ol - this is a nightstand with a drawer. There is also a
| sl Ul ||E s s I|talf dresser and a chair with a biue cushion. On
13 | %7 | wneeef || the dresser is a jewelry box and a clock.
5 = -
i<
5 | | | =1 am insi i
S B oy 1 am inside a room surrounded by my favorite
& | < — || | e |things. This room is filled with pillows and a
1 - w. = | ™l |comfortable bed. There are stuffed animals
| | |l =" ||| everywhere. | have posters on the walls. My
| | | s o | jewelry box is on the dresser.
g | | =4 Lo I[There are brightly colored wooden tables with
Sk | | = ||little chairs. There is a rug in one corner with
@ i s ABC blocks on it. There is a bookcase with
2
8 il I = li=  _ |[l[picture books, a iarger teacher's desk and a
e | | s )
g
H | [l = = |IThe young students gather n the room at their
g | = = w = = |||tables to color. They learn numbers and letters
° - & L. == |/|and play games. Af nap time they all pull out
& | m || == e . |l[mats and'go to sleep.
i
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Current work

Method: Learn a multi-modal representation in which abstract
concepts are aligned.

Spatial lexl

Real Clip art Sketches Descriptions
Unit 31

(Fountain) .n.u
Unit 50
(Arcade) uu

we, water, fishes, you,
drink, formed, greek,
would, ball, have

|

[ |
Unit 81 l
(Ring) [l
!

43/ 46



Current work

Many applications: Cross-modal retrieval, zero-shot/transfer
learning, etc.

AP=0. 638332476203 Training cllpart 45 Testlng images: 173
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Current work

Demo
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http://monday.csail.mit.edu/cmr/cmr.php

End

Thank you!

Questions?

46/ 46



