ADVERSARIAL EXAMPLES
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PART | - BASIC CONCEPTS



WE TRAIN MODELS BY TAKING
GRADIENTS W.RITLWEIGHTS

w < w —NnVdy



“Pameas

Change weights via
gradient descent



WE'RE GOING TO TAKE GRADIENTS
W.R.T. PIXELS INSTEAD

r+— xrEtnVJ;




WE ARE GOING TO TAKE
GRADIENTS W.R.T. PIXELS INSTEAD

T TNV,



“Pameas

Change pixels via

gradient descent

“Vulture”



KEY IDEA: ADD SMALL, WORS -
CASE PIXEL DISTORTION TO CAUSE
MISCLASSIFICATIONS



“Gibbon”
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THINK OF ADVERSARIAL EXAMPLES
AS WORS [-CASE DOPPLEGANGERS




DEMO



Sanja Fidler Fiddler Crab




PART Il - HARNESSING
ADVERSARIAL EXAMPLES
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TRAIN WITH ADVERSARIAL
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THE FAST GRADIENT SIGN
METHOD OF IAN GOODFELLOW



QUICKLY GENERATING
ADVERSARIAL EXAMPLES



WHATI DIRECTION SHOULD YOU
MOVE TOWARDS!



INSTEAD OF MOVING TOWARDS A
EreCIFIC | YPE OF ERROR, MG
RVWAT FROM [ RHE CORRECT LABES



o
“Vulture”

“House”

ERalElcs

“Truck”



HOW BIG A STEP SHOULD YOU
TAKE [FYOU WANT IMPERCEPTIBLE
DISTORTIONY!?



PIXELS ARE STORED AS SIGNED 8-BI T
INTEGERS. ADD JUST LESS THAN |-
B OF DISTORTION O EACH FRSES
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INCORPORATING ADVERSARIAL
EXAMPLES INTO YOUR COST
FUNCTION



GENERATE ADVERSARIAL EXAMPLES AT

-ACH [TERATION OF TRAINING, BU

DON'T WANT TO KEEP THEM AROUND
IN MEMORY FOREVER




o T eAD, MODIFY THE COSE
-UNCTION TO BE A COMBINATION OF
ORIGINAL AND ADVERSARIAL INPUTS




New cost function
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Old cost function
g = J(0,x,y) -+



Old cost function

o) = J(0,x,y) -+ J(0,%x + esignVxJ,y)
—

Adversarial example



~

J(8,x,y) = ¢JO,x,y) + (1 —oa)J(0,x+ esignVJ y)

g

MIXINg components



~

J(8,x,y) = ¢JO,x,y) + (1 —oa)J(0,x+ esignVJ y)

“Train with a mix of original and adversarial examples”



NOW DO 5.G.D. ON THIS NEW
COST FUNCTION, BY TAKING
GRADIENTS W.RIT.WEIGHTS

w%w—nv:fvw




PART Il - MISCELLANEOUS TIPS
FOR TRAINING



T INEED MORE MODEL CAPACEHSS

=R RN EXAMPLES DO NOT LIE ON THE MANIFOLD OF REALISIHGSMEEE,



FOR EARLY STOPPING, BASE YOUR
DECISION ON THE VALIDATION ERROR
OF ADVERSARIAL EXAMPLES ONLY




RESULTS



BET TER GENERALIZATION ABOVE
AND BEYOND DROPOUT

0.94% error =——p 0.84% error
(MNIST)



BET TER GENERALIZATION ABOVE
AND BEYOND DROPOUT

0.94% error =——p 0.84% error

(MNIST)
NOT SURE IF STATISTICALLY
SIGNIFICANT
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RESISTANCE TO ADVERSARIAL
EXAMPLES

37.4% rror  emp |7.9% error
(97.6% confidence)



MATHEMATICAL PROPERTIES OF
ADVERSARIAL EXAMPLES



MATHEMATICAL PROPERTIES OF
ADVERSARIAL EXAMPLES

(ANt nobody got time for that)



THANK YOU FOR YOUR TIME!



