Recognition:

Overview
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This book has a lot of material:

K. Grauman and B. Leibe
Visual Object Recognition
Synthesis Lectures On Computer Vision, 2011
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How It All Began...

MASSACHUSETTS INSTITUTE OF TECHNOLOGY
PROJECT MAC

Artificial Intelligence Group July 7, 1966
Vision Memo., No. 100,

THE SUMMER VISION PROJECT

Seymour Papert

The summer vision project is an attempt to use our summer workers
effectively in the construction of a significant part of a visual system.
The particular task was chosen par:%g because it can be segmented into
sub-problems which will allow individuals to work independently and yet
participate in the ceonstruction of a system complex emough to be a real

landmark in the development of "pattern recognitionm!l.

[Slide credit: A. Torralba]




@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

Sanja Fidler
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?
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@ What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?
@ What happens if we solve it?
Figure: Singularity?

http://www.futurebuff.com/wp-content/uploads/2014/06/singularity-c3po.jpg
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?

@ What happens if we solve it?
Figure: Nah... Let's start by having a more intelligent Roomba.

http://realitypod.com/wp-content/uploads/2013/08/Wall-E. jpg
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The Recognition Tasks

@ Let's take some typical tourist picture. What all do we want to recognize?

Adopted from S. Lazebnik]
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The Recognition Tasks

@ Identification: we know this one (like our DVD recognition pipeline)

Which famous landmark is this?
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The Recognition Tasks

@ Scene classification: what type of scene is the picture showing?

* outdoor/indoor

+ city/forest/factoryl/etc.

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Classification: Is the object in the window a person, a car, etc

Is this person, car, lamp, bottle, ..., nothing?

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Image Annotation: Which types of objects are present in the scene?

* street

7 people
= + building

* mountain
4+ tourism
* cloudy

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Detection: Where are all objects of a particular class?

1 - find pedestrians

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Segmentation: Which pixels belong to each class of objects?
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The Recognition Tasks

@ Pose estimation: What is the pose of each object?

Find Object Pose
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The Recognition Tasks

@ Attribute recognition: Estimate attributes of the objects (color, size, etc)

Object Attributes

Red jacket
Black pants
« ‘L‘ Fi!—d ':fﬁture

R
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The Recognition Tasks

@ Action recognition: What is happening in the image?
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The Recognition Tasks

@ Surveillance: Why is something happening?

g ™
{/ Why are these two kneellng7

b s
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Try Before Listening to the Next 8 Classes

@ Before we proceed, let's first give a shot to the techniques we already know
@ Let's try object class detection
@ These techniques are:

o Template matching (remember Waldo in Lecture 3-57)
o Large-scale retrieval: store millions of pictures, recognize new one by
finding the most similar one in database. This is a Google approach.
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

Find the chair in thisimage  Output of normalized correlation

chair template

[Slide from: A. Torralba]
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

My biggest concern while making this slide was:
how do | justify 50 years of research, and this course, if this experiment did work?

[Slide from: A. Torralba]
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

A “popular method is that of template matching, by point to point correlation of a

model pattern with the image pattern. These techniques are inadequate for three-

dimensional scene analysis for many reasons, such as occlusion, changes in viewing

angle, and articulation of parts.” Nevatia & Binford, 1977. [Slide from: A. Torralba]
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search and check if something reasonable
comes out

query

Google

images

Search by image X
Search Google with an image instead of text

Paste image URL @ | Upload an image

| =
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Pretty reasonable, both are Golden Gate Bridge

query
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Let's try a typical bathtub object

query

Google

images

@] -

Search by image X
Search Google with an image instead of text

Paste image URL (3) | Upload an image

| =
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ A bit less reasonable, but still some striking similarity

query
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Can you recognize this object?

query

Google

images

Search by image
Search Google with an image instead o text.

Paste image URL @ | Upload an image
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Not a very reasonable result

query

—

O OH

HO

OH

other retrieved results:
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Recent Advances: OpenAl's CLIP

FOOD101

guacamole (901%) Ranked 1out of 101 labels

SUN397

television studio (90.2%) Ranked 1out of 397

f food

X & photo of ceviche, a type o
X aphoto of edamarme, a t

X aphoto of tuna tartare, a type ¢
X aphoto of hummus,

YOUTUBE-BB

airplane, person (89.0%) Ranked 1out of 23

f food

 aphoto of guacamole, a type of food.

d.

 aphoto of a television studio.

% aphoto of a podium indoor.
% aphoto of a conference room
% aphoto of a lecture room.
X aphoto of a control room.

EUROSAT

annual crop land (12.9%) Ranked 4 out of 10

+ aphoto of a airplane.

X aph

x
X aphoto of a giraffe.
X aphoto of a car.

link to blog

f permanent crop land.

of pasture land

0 of highway or road

—
« acentered satellite photo of annual crop land

X acentered satellite photo of brushland or shrubland.

Intro to Image


https://openai.com/blog/clip/

Why is it a Problem?

@ Difficult scene conditions

[From: Grauman & Leibe]
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Why is it a Problem?

@ Huge within-class variations. Recognition is mainly about modeling variation.

[Pic from: S. Lazebnik]
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks

@ And it is quite simple.
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Inspiration: The Brain

@ Many machine learning methods inspired by biology, eg the (human) brain

@ Our brain has ~ 10! neurons, each of which communicates (is connected)
to ~ 10* other neurons

impulses carried
toward cell body
branches
of axon

dendrites

axon

nucleus terminals

impulses carried
away from cell body
cell body

Figure: The basic computational unit of the brain: Neuron

[Pic credit: http://cs231n.github.io/neural-networks-1/]
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Mathematical Model of a Neuron

@ Neural networks define functions of the inputs (hidden features), computed
by neurons

@ Artificial neurons are called units

HH)) wy
—_—®
axon from a neuron > Po°
WoZo

cell body

f (Zwiﬂ"‘i 3 b)
Z w;x; +b :

output axon

activation
function

Figure: A mathematical model of the neuron in a neural network

[Pic credit: http://cs231n.github.io/neural-networks-1/]
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Activation Functions

Most commonly used activation functions:
o SlngId O'(Z) = m
. _ exp(z)—exp(—2z)
@ Tanh: tanh(z) = W
@ RelLU (Rectified Linear Unit): ReLU(z) = max(0, z)

Sigmoid: £(z) = 1/(1+exp(-2)) Tanh: f(z) = [exp(z)-exp(-2)] / [exp(z)+exp(-2)] RelU: f(z) = max(0, z)
1 1
09 08 7
08 06
8
07 04
06 02 5
05 0 4
04 02 5
03 04
2
02 06
01 08 !
0 A 0
6 4 2 0 2 4 6 E 6 -4 -2 0 2 4 6 6 4 -2 0 2 4 6
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Neuron in Python

@ Example in Python of a neuron with a sigmoid activation function

class Neuron(object):
def forward(inputs):

wan wun

assume inputs and weights are 1-D numpy arrays and bias is a number
cell_body_sum = np.sum(inputs * self.weights) + self.bias

firing rate = 1.0 / (1.0 + math.exp(-cell_body sum)) # sigmoid activation function
return firing rate

Figure: Example code for computing the activation of a single neuron

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptr

@ Network with one layer of four hidden units:

input layer

O O O inpUt UnitS hidden layer

Figure: Two different visualizations of a 2-layer neural network. In this example: 3 input
units, 4 hidden units and 2 output units

output units

Q

output layer

@ Each unit computes its value based on linear combination of values of units
that point into it, and an activation function

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptron

@ Network with one layer of four hidden units:

input layer

O O O inpUt units hidden layer

Figure: Two different visualizations of a 2-layer neural network. In this example: 3 input
units, 4 hidden units and 2 output units

output units

Q

output layer

@ Naming conventions; a 2-layer neural network:

e One layer of hidden units
e One output layer
(we do not count the inputs as a layer)

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptron)

@ Going deeper: a 3-layer neural network with two layers of hidden units

input layer
hidden layer 1 hidden layer 2

Figure: A 3-layer neural net with 3 input units, 4 hidden units in the first and second
hidden layer and 1 output unit

@ Naming conventions; a N-layer neural network:

o N —1 layers of hidden units
e One output layer

[http://cs231n.github.io/neural-networks-1/]
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).
Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hidden neurons 20 hidden neurons
o © ® e © o s o © o s
() ® ® ® @ ®
® ® ®
° ° o ® CRS °® ° o
o L ® L] ¢ ® ® L L]
* ® @ ® @ ®
® ° ®
() . o @ [ . & ° e
e o [ e o r e o §
® Y ° ) ® ]
@ ® L @ ® i ® ° L
L] L 2 °
° L] @
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).
Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hidden neurons 20 hidden neurons
o © ® e © o s o © o s
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@ The capacity of the network increases with more hidden units and more
hidden layers
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).
Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hidden neurons 20 hidden neurons
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@ The capacity of the network increases with more hidden units and more
hidden layers
@ Why go deeper? Read eg: Do Deep Nets Really Need to be Deep? Jimmy Ba, Rich
Caruana, Paper: paper]
[http://cs231n.github.io/neural-networks-1/]
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Neural Networks

@ We only need to know two algorithms

e Forward pass: performs inference

o Backward pass: performs learning
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Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer
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Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer

@ Output of the network can be written as:

D
hi(x) = flvo+ Y xivi)
i=1
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Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer

@ Output of the network can be written as:

D
hj(x) F(vjo+ D xivi)
i=1

J
ok(x) = g(Wk0+Zhj(x)ij)

(j indexing hidden units, k indexing the output units, D number of inputs)
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Forward Pass in Python

@ Example code for a forward pass for a 3-layer network in Python:

input layer

hidden layer 1 hidden layer 2

# forward-pass of a 3-layer neural network:

f = lambda x: 1.0/(1.0 + np.exp(-x)) # activation function (use sigmoid)

X = np.random.randn(3, 1) # random input vector of three numbers (3x1)

hl = f(np.dot(Wl, x) + bl) # calculate first hidden layer activations (4x1)
h2 = f(np.dot(W2, hl) + b2) # calculate second hidden layer activations (4x1)
out = np.dot(W3, h2) + b3 # output neuron (1x1)

@ Can be implemented efficiently using matrix operations
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Forward Pass in Python

@ Example code for a forward pass for a 3-layer network in Python:

input layer

hidden layer 1 hidden layer 2

M

forward-pass of a 3-layer neural network:

f = lambda x: 1.0/(1.0 + np.exp(-x)) # activation function (use sigmoid)

X = np.random.randn(3, 1) # random input vector of three numbers (3x1)

hl = f(np.dot(Wl, x) + bl) # calculate first hidden layer activations (4x1)
h2 = f(np.dot(W2, hl) + b2) # calculate second hidden layer activations (4x1)
out = np.dot(W3, h2) + b3 # output neuron (1x1)

@ Can be implemented efficiently using matrix operations

@ Example above: W is matrix of size 4 x 3, W5 is 4 x 4. What about biases
and W57

[http://cs231n.github.io/neural-networks-1/]
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Training Neural Networks

@ Find weights:
N
w* = argmin Zloss(o(”), (")
w n=1

where 0 = f(x; w) is the output of a neural network, t is ground-truth
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Training Neural Networks

@ Find weights: \
w* = argmin Zloss(o(”), (")
Yoon=1
where 0 = f(x; w) is the output of a neural network, t is ground-truth
@ Define a loss function, eg:
o Squared loss: 37, 1(ol" — ()2
o Cross-entropy loss: — 3, t\" log 0"
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Training Neural Networks

@ Find weights:
N
w* = argmin Zloss(o(”), (")
w n=1
where 0 = f(x; w) is the output of a neural network, t is ground-truth
@ Define a loss function, eg:
o Squared loss: 37, 1(ol" — ()2
o Cross-entropy loss: — 3, t\" log 0"
@ Gradient descent:
t+1 _ OE

ti
YT T Tow

where 7 is the learning rate (and E is error/loss)
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Toy Code (Matlab): Neural Net Trainer

% F—-PROP
for i =1 : nr_layers -1
[h{i} Jac{i}] = nonlinearity(W{i} * h{i-1} + b{i});
end
h{nr_layers-1} = W{nr_layers-1} * h{nr_layers-2} + b{nr_layers-1};
prediction = softmax(h{l-1});

% CROSS ENTROPY LOSS

loss = - sum(sum(log(prediction) .* target)) / batch_size;
% B—-PROP
dh{l-1} = prediction - target;
for i = nr_layers - 1 : -1 : 1
Wgrad{i} = dh{i} * h{i-1}';
bgrad{i} = sum(dh{i}, 2);
dh{i-1} = (W{i}' * dh{i}) .* Jac{i-1};
end
% UPDATE
for i =1 : nr_layers - 1
W{i} = W{i} - (lr / batch_size) * Wgrad{i};
b{i} = b{i} - (lr / batch_size) * bgrad{il};
end

28
Ranzaton
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Convolutional Neural Networks (CNN)

@ To work with images we typically use Neural Networks with special
architecture
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Convolutional Neural Networks (CNN)

@ Remember our Lecture 2 about filtering?

Input “image” Filter
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Convolutional Neural Networks (CNN)

@ If our filter was [—1, 1], we got a vertical edge detector

Input “image” Filter

L 11
3 -11
v,
e il 4
\
Output map W
\o?
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Convolutional Neural Networks (CNN)

@ Now imagine we didn't only want a vertical edge detector, but also a
horizontal one, and one for corners, one for dots, etc. We would need to
take many filters. A filterbank.

Input “image” Filter bank
N
3 channels
(R,G,B)
o Output has many
utput map <==== “‘channels”, one for
each filter

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Applying a filterbank to an image yields a cube-like output, a 3D matrix in
which each slice is an output of convolution with one filter, and an
activation function.

image (3 channels: R, G, B)

! Each slice in this cube is the output of
55'§ \ convolution of the image and a filter
A (in this example an 11x11 filter)

In this example there are 96 filters

stiod\ (ot

of 4

In this example our network will
always expect a 224x224x3 image.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Applying a filterbank to an image yields a cube-like output, a 3D matrix in
which each slice is an output of convolution with one filter, and an
activation function.

image (3 channels: R, G, B)

! Each slice in this cube is the output of
55'§ \ convolution of the image and a filter.

In this example the filter size is
11x11x3.

Stride

nof 4 (

" We don’t do convolution in every pixel, but in
every 4% pixel (in x and y direction)

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this?

"-_ ( Max
Stride i :p°°'i"9>
96 %
228\ || of 4 }

[Pic adopted from: A. Krizhevsky]

Sanja Fidler

ke{i—1,i0+1
le{j—1,5,5+1}

el e O = s, O

Take each slice in the output cube,
fersnssensnnssnssnnssnnsane ! andin each pixel compute a max over
a small patch around it. This is called
max pooling.
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Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this? To get invariance to small shifts in position.

"-_ ( Max
Stride i :poolingj
96 %
228\ || of 4 }

[Pic adopted from: A. Krizhevsky]

Sanja Fidler

S — | O0d) =, max,,,, O

le{j—1,4,j+1}

Take each slice in the output cube,
erenssnssnasnnssnnsansrnne ! andin each pixel compute a max over
a small patch around it. This is called
max pooling.
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Convolutional Neural Networks (CNN)

@ Now add another “layer” of filters. For each filter again do convolution, but
this time with the output cube of the previous layer.

=

=
P

224

Stride

\=

27

of 4

Max
pooling

27

256

[Pic adopted from: A. Krizhevsky]

Sanja Fidler

Add one more layer of filters

These filters are convolved with the
output of the previous layer. The
results of each convolution is again a
slice in the cube on the right.

What is the dimension of each of
these filters?
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Convolutional Neural Networks (CNN)

@ Keep adding a few layers. Any idea what's the purpose of more layers? Why
can't we just have a full bunch of filters in one layer?

27
13 13 13

7/

=

55 384 384 256
256 Max
Max Max pooling
Stride\| oq pooling pooling

of 4

Do it recursively

Have multiple ““layers”
[Pic adopted from: A. Krizhevsky]

Sanja Fidler CSC420: Intro to Image Understanding




Convolutional Neural Networks (CNN)

@ In the end add one or two fully (or densely) connected layers. In this layer,
we don't do convolution we just do a dot-product between the “filter” and
the output of the previous layer.

In the top, most networks add a “densely” connected layer. You

can think of this as a filter, and the output value is a dot product
between the filter and the output cube of the previous layer.

What are the dimensions of this filter in this example? How many

such filters are on this layer?

55
27
A 13 13 13
1
5 s, B ~ < N4 ——
N[ 2 N =% |1 Q:/' IER \ el E 1
224 sS\L |~ 27 NT b N~
- 384 384 256
Max
256 L
Max Max pooling 4096
stride\| o4 | PO0ling pooling
s of 4

[Pic adopted from: A. Krizhevsky]

Sanja Fidler
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Convolutional Neural Networks (CNN)

@ Add one final layer: a classification layer. Each dimension of this vector
tells us the probability of the input image being of a certain class.

55 \i \
27
13 13
N\

1 <
A \ 5 it S E W 36:\—“—7 i N

—|— o [~ 13 1 13 - 13
224 s\L|~ A \ P Dl ﬁ: -7

55 384 384
256
Max Max

Stride\| o4 | P0°ling pooling

224\ || of 4

Add a classification “layer”.

For an input image, the value in a particular
dimension of this vector tells you the
probability of the corresponding object class.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ This fully specifies a network. The one below has been a popular choice in

224

~ =
NI
hg
//4;;;;;;55
|

the fast few years. It was proposed by UofT guys: A. Krizhevsky, I.

Sutskever, G. E. Hinton, ImageNet Classification with Deep Convolutional

Neural Networks, NIPS 2012. This network won the Imagenet Challenge of

2012, and revolutionized computer vision.

How many parameters (weights) does this network have?

27

13 13

Max

. li
Stride\| o4 | PO0'IN9

of 4

Sanja Fidler

- E| N & —
T-Cms A - 13 3} -5
3 N -

384

Max
pooling
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Convolutional Neural Networks (CNN)

=

Trained with stochastic gradient descent on
two NVIDIA GPUs for about a week

650,000 neurons

60,000,000 parameters

630,000,000 connections

Final feature layer: 4096-dimensional

Convolutional layer: convolves its input
O with a bank of 3D filters, then applies
point-wise non-linearity

filters to its input, then applies point-

Image D Fully-connected layer: applies linear
wise non-linearity

Figure: From: http://www.image-net.org/challenges/LSVRC/2012/supervision.pdf

[Pic adopted from: A. Krizhevsky]

Sanja Fidler CSC420: Intro to Image Understanding


http://www.image-net.org/challenges/LSVRC/2012/supervision.pdf

Convolutional Neural Networks (CNN)

@ The trick is to not hand-fix the weights, but to train them. Train them such
that when the network sees a picture of a dog, the last layer will say “dog”.

e

27

v

train the we|ghts of filters

i i

13 13

Max
Stride pooling

of 4

27

256

al\ e N1 - -
35:;:} 13 - T\ |2 35:—;

7]

384 384

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a cat, the last layer will say “cat”.

O_ B B DB [

train the we|ghts of filters P cat”
55 i i V
27
| 13 13 13
‘ Y 5@5::7 36:\ —b SQ::M_-’ < Nl
|| - ey 13 ~ 1 13 =X |13
{ s\ |~ 27 At 3 ﬁ: _
\ - 384 384 256
Max
Max 256 -— pooling 4098 4096
Stride 9% pooling pooling

of 4

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a boat, the last layer will say
“boat”... The more pictures the network sees, the better.

BB B DD

i train the we|ghts of filters i “boat”
v H i 5
55 i '
27
13 13
x| ® -5 £y SQ:\_MJ--’ N
] = N -7 - LT~ 13 N - 13 ﬁ:::
- 384 384
M 256 Max podling 6 4096
523 stride\| g, | POOling pooling

of 4
3

Trainon lOtS of examples. Millions. Tens of millions. Wait a week for training to finish.
Share your network (the weights) with others who are not fortunate enough with GPU power.

[Pic adopted from: A. Krizhevsky]
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Classification

@ Once trained we can do classification. Just feed in an image or a crop of the
image, run through the network, and read out the class with the highest
probability in the last (classification) layer.

What'’s the class of this object?

27

") 13 13 13
5 4
5 I AN 3 =+ ——
IN_|_[x ~ - T8 -\ s Ay % s
224 |wemumgnm Femsynginnsn Wasudsessunnnnnnfsennng\puannudsuunnnn
55 384 384 256
Max
256 .
Max Max pooling 4096 4096
Stride\| oq pooling pooling
228\ || of 4
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Example
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[http://cs231n.github.io/convolutional-networks /]
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Classification Performance

@ Imagenet, main challenge for object classification: http://image-net.org/

@ 1000 classes 1.2M training images, 150K for test
E lﬂimﬁﬂﬂuﬁiﬁé&m ¥ IOEHWGM
M - TV 1R b

1000 object classes tha

oster created by Fengjun Lv using VIPBase
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http://image-net.org/

Classification Performance in 2012

@ A. Krizhevsky, |. Sutskever, and G. E. Hinton rock the Imagenet Challenge

Team name Filename Error (5 guesses) Description

Using extra training data
test-preds-141-146.2009-131-

SuperVision from ImageNet Fall 2011
137-145-146.2011-145f.
release
test-preds-131-137-145-135- Usi | lied
SuperVision estpreds 0.16422 s.ln.g ony supplie
145f.txt training data

Weighted sum of scores

from each classifier with
I1SI pred_FVs_wLACs_weighted.txt SIFT+FV, LBP+FV,

GIST+FV, and
CSIFT+FV, respectively.

Weighted sum of scores
ISI pred_FVs_weighted.txt 0.26602 from classifiers using
each FV.

Naive sum of scores from

ISl pred_FVs_summed.txt 0.26646 . R
classifiers using each FV.
Naive sum of scores from
each classifier with

ISI pred_FVs_wLACs_summed.txt 0.26952 SIFT+FV, LBP+FV,

GIST+FV, and
CSIFT+FV, respectively.
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network (avoid one
week of training), and remove the last classification layer. Then take the top
remaining layer (the 4096 dimensional vector here) and use it as a descriptor
(feature vector).

27
13 13 13

5 - =] s 1= ~ -
i [|_[x z by =t 13 3y - X |3
224 |edmmmgnm fnmspnganns Wfamuia ssmsg\paannjudsunnnnn

55 384 256

Max
Max Max pooling
Stride 9% pooling pooling

224\ || of 4

4096 4096

Vision people are mainly interested in this vector. You can use
it as a descriptor. A much better descriptor than SIFT, etc.

Train your own classifier on top for your choice of classes.
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

Classifier predicting
CNN magic ' I my set of classes

4096

Sanja Fidler
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

Classifier predicting
CNN magic ' I my set of classes

4096

Sanja Fidler
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

@ Everywhere where we were using SIFT (or anything else), you can use NNs.

Classifier predicting
CNN magic ' l my set of classes

4096
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And Detection?

@ For classification we feed in the full image to the network. But how can we
perform detection?

Find all objects of interest in this image!

Sanja Fidler CSC420: Intro to Image Understanding



@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

,
______________ 4 :
CNN :

| Lr' ,—AM
N

.'“ LA

(]
i

I\
___________________ 14

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network

/

1
:
U

CNNi\

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14

Q
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And Detection?

@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network.

@ If the warped image looks weird and doesn't resemble the original object,
don't worry. Somehow the method still works.

@ This approach, called R-CNN, was proposed in 2014 by Girshick et al.

s = 2] 5= = aeroplane?no.
’-—"_‘ = ',.. I N \ ; T |

7/

>y
CNN'\

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

s aeroplane? no.
------------------- s .

/s :

> person? yes.
|
1 Q .:

Combine superpixels
iteratively. At each step
combine the two most
similar neighboring
regions.

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

___________________ </
. r ‘:, B
>{persontyes ]
CNNIN :

____________________ &

At each iteration place
a bounding box around
the combined region
and add it to the
proposal set of boxes.

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013

Sanja Fidler CSC420: Intro to Image Understanding



Detection Datasets

bird
e (M
Fioa
o ZZZ
gure: PA A as 20 obje asse 0 ages for tra g, 10K for te
Sanja Fidler
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http://pascallin.ecs.soton.ac.uk/challenges/VOC/

Detection Performance in 2013: 40.4%

In 2013, no networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.

mean aero bicycle bird boat bottle bus car cat chair cow dining dog horse motor person potted sheep sofa wain tv/  submission
plane table bike ‘plant monitor date
v Y Y YV VVVVYVYVY VYV VYV VYV VvV VYV YV VY ¥V 4

segDPM (71 404 614 534 256 252 355 517 506 S0.8 193 338 268 404 483 544 471 148 387 350 528 431 24-Fen-2014

Boosted HOG-LEP and multi-context (LC, EGC, HLO) ) 368 533 553 192 210 300 545 467 412 200 315 208 303 486 553 465 102 344 266 503 403 29-Aug-2010

MITUCLA Hierarchy 1 360 543 485 157 192 202 556 435 417 169 285 267 309 483 550 417 97 358 308 472 408 30-Aug-2010
HOGLEP_context. classification_rescore v2 71 342 491 524 17.8 120 306 535 328 373 177 306 277 295 SL9 563 442 96 148 270 495 384 30-Aug-2010
LsvM-MDPM 1 337 524 543 130 156 351 542 491 318 155 262 135 215 454 516 475 91 351 194 466 380 26-Aug-2010
UOCTTILSVM_MDPM [ 334 492 538 131 153 355 534 497 270 172 288 147 178 464 512 477 108 342 207 438 383 21-May-2012
Detection Monkey ) 329 567 398 168 122 138 449 369 477 121 269 265 372 421 519 257 121 378 330 4LS 417 30-Aug-2010
RMaAZC (1 328 498 506 151 155 265 SL1 422 305 173 283 124 260 456 SL8 414 126 304 261 440 376 29-00-2013
UOCTTILSVM_MDPM 1 322 482 522 148 138 287 532 449 260 184 244 137 231 458 505 437 98 311 215 444 357 11-May-2012
Grouptoc M 319 584 396 180 133 1Ll 464 378 439 103 275 208 360 394 485 229 130 369 305 412 419 30-Aug-2010
UOCTTILSVM_MDPM I 206 456 490 1.0 116 27.2 505 431 236 172 232 107 205 425 445 413 87 200 187 400 345 21-May-2012
Bonn_FGT_Segm 7! 261 527 337 132 110 142 432 319 356 58 254 144 206 381 417 250 58 263 181 376 281 30-Aug-2010
HOG-LEP + DHOG bag of words, SVM (7} 235 404 347 27 84 260 431 338 172 112 143 145 149 318 373 300 64 252 116 300 357 30-Aug-2010
Svr-segm [ 234 505 245 170 133 109 395 329 365 56 160 66 223 249 200 298 67 284 133 321 272 30-Aug-2010
HOG-LBP Linear svM (1) 221 379 337 27 65 253 375 331 155 109 123 125 137 207 345 338 72 229 99 289 341 29-Aug-2010
HOG+LBP+LTP+PLS2ROOTS ") 175 327 297 08 11 199 394 275 86 45 &1 63 110 229 341 246 31 240 20 235 270 31-Aug-2010
Randomparts ] 142 238 317 12 34 1Ll 297 195 142 08 1L1 70 47 164 315 160 11 156 102 147 210 25-Aug-2010
SIFT-GMM-MKL2 1) 83 200 145 38 12 05 176 81 285 01 29 31175 72 188 33 0B 29 63 76 11 30-Aug-2010
UC3M_Generative_Discriminative ) 63 158 55 56 23 03 102 54 126 05 56 45 77 13 126 53 15 20 59 91 32 30-Aug-2010
SIFT-GMM-MKL 1 23 106 16 12 09 01 28 16 67 01 20 04 30 20 44 20 03 11 12 2l 19 30-Aug-2010

Figure: Leading method segDPM is by Sanja et al. Those were the good times...

S. Fidler, R. Mottaghi, A. Yuille, R. Urtasun, Bottom-up Segmentation for Top-down Detection, CVPR'13
ler CSC420
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Detection Performance in 2014: 53.7%

In 2014, networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.

mean aero DiCycie DIfG DOAal DOTIE DUS Car <€At Cnair COW QINING GOg NOFSe MOOr Person poltea Sneep Sora train  Iv/  Supmission
plane table bike plant moni date

onitor
v Y vV VYV VYV VVV VY VvV VvV Vv Vv v v v v v

R-CNN (bbox reg) 53.7 718 658 530 368 359 597 60.0 699 279 50.6 414 700 620 690 581 295 594 393 6l2 524 2014-Mar-13

R-CNN 502 671 641 467 320 30.5 564 57.2 659 27.0 47.3 409 666 57.8 659 536 267 56.5 381 528 50.2  2014-jan-30

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object
Detection and Semantic Segmentation, CVPR'14
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So Neural Networks are Great

@ So networks turn out to be great.

@ At this point Google, Facebook, Microsoft, Baidu “steal” most neural
network professors from academia.
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So Neural Networks are Great

@ But to train the networks you need quite a bit of computational power. So
what do you do?

Sanja Fidler CSC420: Intro to Image Understanding



So Neural Networks are Great

@ Buy even more.

Sanja Fidler CSC420: Intro to Image Understanding



So Neural Networks are Great

@ And train more layers. 16 instead of 7 before. 144 million parameters.

add more layers

Max Max
pooling pocling

27
13 13 13
Rt . K- 35:"_‘-_:. -
- - B 3 4

-~ 13 13 13

- 27 L+ N7 sﬁ: =
384 384 256
256 Max )
_— Max pooling 4996 4096
pooling pooling
[Pic adopted from: A. Krizhevsky]

Figure: K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-Scale Image

Recognition. arXiv 2014
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150 Layers!

3dayerplain  3d-layer residual

@ Networks are now at 150 layers

They use a skip connections with special form

@ In fact, they don't fit on this screen

Amazing performance!

A lot of “mistakes” are due to wrong ground-truth

weight layer

weight layer

Hx)=F(x)+x @

F(x) identity

x
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Results: Object Classification

Revolution of Depth

\ 152 layers
A
\
\
\
\ 16.4
\
22 Iayers 19 Iayers
\ 6.7
8 layers 8 layers shallow

JEEESS

ILSVRC'15  ILSVRC'14  ILSVRC'14  ILSVRC'13  ILSVRC'12  ILSVRC'11  ILSVRC'10
ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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Results: Object Detection

. 101 layers
Revolution of Depth "
/86
Engines of Al
/
visual recognition = i v
//
34 2
- 16 layers
‘\ shallow | -—-"
-
HOG, DPM AlexNet VGG ResNet
(RCNN) (RCNN) (Faster RCNN)*

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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Results: Object Detection

person : 0.998

o9 )

dining table ; 0379/ 5 NN

book : 0.‘8-30

—

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.

arXiv:1512.03385, 2016]
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Results: Object Detection

person : 0.989
e refrigerator : 0.979

Sanja Fidler ~ CSC420: Intro to Image Understanding ; 61/78



Results: Object Detection

person :0.910 ‘ person : 0.998

person 0.998 umbrella: 0.910

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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What do CNNs Learn?

Figure: Filters in the first convolutional layer of Krizhevsky et al
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What do CNNs Learn?

W
il

Figure: Filters in the second layer

[http://arxiv.org/pdf/1311.2901v3.pdf]
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What do CNNs Learn?

Figure: Filters in the third layer

[http://arxiv.org/pdf/1311.2901v3.pdf]
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What do CNNs Learn?

[http://arxiv.org/pdf/1311.2901v3.pdf]
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Neural Networks — Can Do Anything

@ Classification / annotation
@ Detection

@ Segmentation

@ Stereo

@ Optical flow

How would you use them for these tasks?
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Neural Networks — Years In The Making

@ NNs have been around for 50 years. Inspired by processing in the brain.
-

retina — LGB —»simple — complex —
S , .

— visual areq ———— -——feassociation area —

lower-order __ higher-order _ ,, ___grandmother
hypercomplex  hypercomplex cell ?

i o e I et i fetetiieb el —b mdifiable synapses

|

Uov—.LPUﬁ‘?UC, '}—\>U52—>UCZ'I—ILDUSJ_—>UC3J_"‘ —> unmodifiable synapses
A s O R N

Fig. 1. Correspondence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980

| m /'
\\ Va L vent gy
Notare Reviews  Newrascience

FIgU €. http://www.nature.com/nrn/journal/vi4/n5/figs/recognition/nrn3476-£1. jpg,
http://neuronresearch.net/vision/pix/cortexblock.gif
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http://neuronresearch.net/vision/pix/cortexblock.gif

Neuroscience

@ V1: selective to direction of movement (Hubel & Wiesel)

V1 physiology: orientation selectivity

8 8 8§ 8 8

Neural response (spikes/sec)

°

-0 20 0 20 10
Stimulus orientation (deg)

Hubel & Wiesel, 1968

Figure: Pic from:
http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/LGN-V1-slides/Slidel5. jpg
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Neuroscience

@ V2: selective to combinations of orientations

A B Figure 1. The selectivity of a V2 neuron
can be explained by two V1 inputs.
2 =) W —
g b\ “ P \,:J’_ rrey = : tt"'l‘ {5 v (A) Angle stimuli, consisting of two line
N V\/J// r<q ) ~~Mr < < segments, used by Ito and Komatsu [9] to
ol EWN VYT 6] LNV I (4 study the selectivity of V2 neurons. The
PN LLVNNVYNJD \ L orientation of one line segment varies
A MANRERARR ~VIVINS S (DY N\ along the rows and the orientation of the
MY NSNS >y Y NN [~ VNANS > Y SN other line segment varies along the
120f——~ <4 A >N+ 7 9 —"rd A 2 \7 > - ]| columns. (B) The pattern of responses for
l-r l A 3> >\ 4 4A L~ /01D 5 74~ an example neuron. Circles surround the
,_//( )| % 177 d AN ’-//) 275, — f;:‘)l;ﬁ:e ::;t s!ier:z:?e&at‘::ok::iaﬁr::
270 i
r‘f(\\\‘!*ld N rr(l\\ﬂﬂ‘ P than half this maximum are shaded in
v < AR v < NAaAA M\
gray. (C) Our model V2 neuron sums the
<~<4ANSN—~ A AP ~<d A \SN~~A~p from two orientation- selocti
c 0 90 120 270 D V1 neurons that sum the inputs from LGN
cells with center-surround receptive fields
<LV~ ¢ [11]. (D) Predicted response from our
A°° “N\ ¢ VvV~—rrrrcq model neuron to the stimulus set. Like the
& () LNV VYL /(Y example V2 neuron, the model neuron
i A LN\ VYN | L4 responds to angle stimuli containing ori-
VvV AN A Y Y\ N ented line segments that match the pre-
V2 Vi LGN Y NSNS > Y YN _lerred orientation of either of the two V1
e’ 4 As\> 77— input neurons.
- A3 > > \2 14 A
rr/lQr 72 \u AN
el Y YT a0\
cCOUNNA A A Y
<~<{A\NN~AARrY
Current Biology

Figure: G. M. Boynton and Jay Hegde, Visual Cortex: The Continuing Puzzle of Area V2,
Current Biology, 2004
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Neuroscience

@ V4: selective to more complex local shape properties (convexity/concavity,
curvature, etc)

A jecti )¢ Four )
] ®ee" [0 Q00 ( o
50 ee Q00 | COUQ00C0
) [ © 9000 -0 Q
< () g Q 0 {00 Q09
o 50 Q00 3 QU000 H
. m Q00 00 w g
E0.000000 :0 0C0 {00000 Wi
e eo Q.0 3 Q00O H
H 29 § 00 < 00000 fng
0 i 00 J 000C0 I, ¢
H Qo * H
3 (- ] © ©
5% J Q00
00 0 (alsle}
TOC QNG
50 QO
500 000C
§0 00V
0000 0
10000000
30000
10000000
g 000
1 )

Figure: A. Pasupathy , C. E. Connor, Shape Representation in Area V4: Position-Specific
Tuning for Boundary Conformation, Journal of Neurophysiology, 2001
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Neuroscience

@ IT: Seems to be category selective

animate | inanimate
human |net human natural|artificial
body|face |bedy|face
. B Qe

natural jartificial

animate | inanimate
human |not human

body|face

Gy

o
"

vgg—

animate
aoey]fpog
uewny jou
ajewiue

nanimate
Lnalum\

al
ajew|uR|

S22 2 :

monkey IT human IT

dissimilarity

[percentile of 1-r] 100

Figure: N. Kriegeskorte, M. Mur, D. A. Ruff, R. Kiani, J. Bodurka, H. Esteky, K. Tanaka, P. A.
Bandettini, Matching Categorical Object Representations in Inferior Temporal Cortex of Man
and Monkey, Neuron, 2008
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

32 29 5 4 31 30 28 7 6 67
: L
o E N B ' s K
n s'\\' & a [ :

<

Figure: R. Q. Quiroga, L. Reddy, G. Kreiman, C. Koch, |. Fried, Invariant visual representation
by single-neurons in the human brain. Nature, 2005
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

GRANDMOTHER CELLS REVISITED

ARE NERVE CELLS such as the Jennifer Aniston neuron the long-
debated grandmother cells? To answer that question, we have to
be more precise about what we mean by grandmother cells. One
extreme way of thinking about the grandmother cell hypothesis
is that only one neuron responds to one concept. But if we could
find one single neuron that fired to Jennifer Aniston, it strongly
suggests that there must be more—the chance of finding the one
and only one among billions is minuscule. Moreover, if only a
single neuron would be responsible for a person’s entire concept
of Jennifer Aniston, and it were damaged or destroyed by dis-
ease or accident, all trace of Jennifer Aniston would disappear
from memory, an extremely un-

likely prospect. o
A less extreme definition of Asingle neuron

grandmother cells postulates
that many more than a solitary that responded to

neuron respond to any one con- Luke Sk_yWalker
cept. This hypothesis is plausi-
ble but very difficult, if not im- and his written

possible, to prove. We cannot
try every possible concept to and Sp()ken name

prove that the neuron fires only

to Jennifer Aniston. In fact, the also fl red to the
opposite is often the case: we N
often find neurons that respond |mage Of Yoda.

to more than one concept. Thus,

if a neuron fires only to one person during an experiment, we
cannot rule out that it could have also fired to some other stim-
uli that we did not happen to show.

FIgLI re: R. Q. Quiroga, I. Fried, C. Koch, Brain Cells for Grandmother. ScientificAmerican.com, 2013
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Neuroscience

@ Take the whole brain processing business with a grain of salt. Even

nenvacrianticte dan't fillhs Aavaa Thinl ~hant camnntatianal madasle

Ah-ha.... theres
the grandmother
cell at last!

jolyon.co.uk
Figure: Pic from: http://thebrainbank.scienceblog.com/files/2012/11/Image-6. jpg
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Neural Networks — Why Do They Work?

@ NNs have been around for 50 years, and they haven't changed much.
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Fig. 1. Correspondence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron
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Neural Networks — Why Do They Work?

@ NNs have been around for 50 years, and they haven't changed much.

@ So why do they work now?
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Fig. 1. Correspondence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron

U5|/f P— Y
W 0/0/[00 0
Uo kel l_T_| I m m I]
b 2222 2
| : 3]8/[3][3][3]
: t 4|4 al[a]l4]
i ! c d e

. = R
k=R Fig. 2. Schematic diagram illustrating the
/ inlerwn{lccliuns between layers in the
neocognitron

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980
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Neural Networks — Why Do They Work?

@ Some cool tricks in design and training:

A. Krizhevsky, |. Sutskever, G. E. Hinton, ImageNet Classification with Deep
Convolutional Neural Networks, NIPS 2012

@ Computational resources and tones of data

@ NNs can train millions of parameters from tens of millions of examples
- - - e = T ‘ -
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Main code: R
@ Neural network packages:
Tensorflow, Theano, Torch, PyTorch
@ Object detection:
https://github.com/rbgirshick/rcnn
L https://github.com/weiliu89/caffe/tree/ssd )
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Summary — Stuff Useful to Know

@ Important tasks for visual recognition: classification (given an image crop,
decide which object class or scene it belongs to), detection (where are all
the objects for some class in the image?), segmentation (label each pixel in
the image with a semantic label), pose estimation (which 3D view or pose
the object is in with respect to camera?), action recognition (what is
happening in the image/video)

@ Bottom-up grouping is important to find only a few rectangles in the image
which contain objects of interest. This is much more efficient than exploring
all possible rectangles.

@ Neural Networks are currently the best feature extractor in computer vision.

@ Mainly because they have multiple layers of nonlinear classifiers, and
because they can train from millions of examples efficiently.

@ Going forward design computationally less intense solutions with higher
generalization power that will beat 100 layers that Google can afford to do.
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