Recognition:

Overview

CSC420: Intro to Image Understanding



This book has a lot of material:

K. Grauman and B. Leibe
Visual Object Recognition
Synthesis Lectures On Computer Vision, 2011

Sanja Fidler CSC420: Intro to Image Understanding



How It All Began...

MASSACHUSETTS I U QLOCY

The summer vision project is an Lo use our summer workers

fec

ively in the comstruction of a significant part of & visual systes.

The partic r task wvas chesen partly because it

e segmented into

sub-probless which will allov individuals to work independently and yet

participate in the comstruc

f & system complex emough to be a real

landsark in the devel ent of “patterm recogaiticm

[Slide credit: A. Torralba]
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@ What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?
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@ What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

Sanja Fidler
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@ What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?

@ What happens if we solve it?

Figure: Singularity?

http://www.futurebuff.com/wp-content/uploads/2014/06/singularity-c3po.jpg
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?

@ What happens if we solve it?

Figure: Nah... Let's start by having a more intelligent Roomba.

http://realitypod.com/wp-content/uploads/2013/08/Wall-E. jpg
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The Recognition Tasks

@ Let's take some typical tourist picture. What all do we want to recognize?

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ lIdentification: we know this one (like our DVD recognition pipeline)

Adopted from S. Lazebnik
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The Recognition Tasks

@ Scene classification: what type of scene is the picture showing?

" « outdoor/indoor

- city/forest/factory/etc.

Adopted from S. Lazebnik
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The Recognition Tasks

@ Classification: Is the object in the window a person, a car, etc

Is this person, car, lamp, bottle, ..., nothing?
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The Recognition Tasks

@ Image Annotation: Which types of objects are present in the scene?

* street
* people

SR

.m-iiQO-bwwmg
e mountain

L * tourism
* cloudy
* brick

Adopted from S. Lazebnik
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The Recognition Tasks

@ Detection: Where are all objects of a particular class?

Adopted from S. Lazebnik
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The Recognition Tasks

@ Segmentation: Which pixels belong to each class of objects?
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The Recognition Tasks

@ Pose estimation: What is the pose of each object?

Find Object Pose
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The Recognition Tasks

@ Attribute recognition: Estimate attributes of the objects (color, size, etc)

Object Attributes

~—
Red jacket

.+ Black pants
dd ngrd ?osture

-
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The Recognition Tasks

@ Commercialization: Suggest how to fix the attributes ;)

~
What should he wear
to get a girlfriend? — —
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The Recognition Tasks

@ Action recognition: What is happening in the image?
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The Recognition Tasks

@ Surveillance: Why is something happening?

{ Why are these two kneeling? &
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Try Before Listening to the Next 8 Classes

@ Before we proceed, let's first give a shot to the techniques we already know
@ Let's try object class detection
@ These techniques are:

o Template matching (remember Waldo in Lecture 3-57)
o Large-scale retrieval: store millions of pictures, recognize new one by
finding the most similar one in database. This is a Google approach.
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

Find the chair in this image  Output of normalized correlation

chair template

[Slide from: A. Torralba]

Sanja Fidler CSC420: Intro to Image Understanding



Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

My biggest concern while making this slide was:
how do | justify S0 years of research, and this course, if this experiment did work?

[Slide from: A. Torralba]
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

A “popular method is that of template matching, by point to point correlation of a

model pattern with the image pattern. These techniques are inadequate for three-

dimensional scene analysis for many reasons, such as occlusion, changes in viewing

angle, and articulation of parts.” Nevatia & Binford, 1977. [Slide from: A. Torralba]
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search and check if something reasonable
comes out

query

Google

images

Search by image

Search Google wih an mage istead of text

Paste image URL Ugioad an image

Search
|
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Pretty reasonable, both are Golden Gate Bridge

query
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Let's try a typical bathtub object

query

Google

images

Search by image x

Search Google wth an mage instead of text

Paste image URL Ugload an image

| Search
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ A bit less reasonable, but still some striking similarity

query
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Can you recognize this object?

query

Go ugle

images

O, <
Search by image
Search Gosgle wih an mage instead of text
Paste image URL Upload an image \ .
|

Search
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Not a very reasonable result

query

O OH

HO

OH

other retrieved results:

T
W

Sanja Fidler CSC420: Intro to Image Understanding



Why is it a Problem?

@ Difficult scene conditions

& viewlnt '

[From: Grauman & Leibe]
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Why is it a Problem?

@ Huge within-class variations. Recognition is mainly about modeling variation.

L X Y

[Pic from: S. Lazebnik]
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Why is it a Problem?

@ Tones of classes
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks

@ And it is quite simple.
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Inspiration: The Brain

@ Many machine learning methods inspired by biology, eg the (human) brain

@ Our brain has ~ 101! neurons, each of which communicates (is connected)
to ~ 10* other neurons

impulses carried
toward cell body

branches
dendrites \t/ of axon
'\'_
l )\ i ~ axon %axon
nuc eus“_,_. — - .
— \\ terminals
A,//?/ \ impulses carried 'Pg g
away from cell body J

cell body

Figure: The basic computational unit of the brain: Neuron

[Pic credit: http://cs231n.github.io/neural-networks-1/]
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Mathematical Model of a Neuro

@ Neural networks define functions of the inputs (hidden features), computed
by neurons

@ Artificial neurons are called units

o wy

synapse
WpTo

axon from a neuron

((Zee)

output axon

activation
function

Figure: A mathematical model of the neuron in a neural network

[Pic credit: http://cs231n.github.io/neural-networks-1/]
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Activation Functions

Most commonly used activation functions:

o Sigmoid:  0(2) = Ty
) _ exp(z)—exp(—2)
o Tanh: tanh(z) = ZE5700—5
@ RelU (Rectified Linear Unit): ReLU(z) = max(0, z)

Sigmoid: f(z) = 1A 1+exp(-2)) Tanh: fiz) = [exp(z)-exp(-2)] / [exp(z)+exp(-2)] RelLU: f(z) = max(0. z)
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Neuron in Python

@ Example in Python of a neuron with a sigmoid activation function

class Neuron(object):

def forward(inputs):
" assume inputs and weights are 1-D numpy arrays and bias is a number """
cell body sum = np.sum(inputs * f.weights) + self.bias
firing rate = 1.0 / (1.0 + math.exp(-cell_body sum))
return firing rate

Figure: Example code for computing the activation of a single neuron

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptro

@ Network with one layer of four hidden units:

input layer

O O O inputunits hidden layer

Figure: Two different visualizations of a 2-layer neural network. In this example: 3 input
units, 4 hidden units and 2 output units

output units

Q

output layer

@ Each unit computes its value based on linear combination of values of units
that point into it, and an activation function

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptron

@ Network with one layer of four hidden units:

input layer

O O O input units hidden layer

Figure: Two different visualizations of a 2-layer neural network. In this example: 3 input
units, 4 hidden units and 2 output units

output units

Q

output layer

@ Naming conventions; a 2-layer neural network:

e One layer of hidden units
e One output layer
(we do not count the inputs as a layer)

[http://cs231n.github.io/neural-networks-1/]
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Neural Network Architecture (Multi-Layer Perceptron)

@ Going deeper: a 3-layer neural network with two layers of hidden units

input layer
hidden layer 1 hidden layer 2

Figure: A 3-layer neural net with 3 input units, 4 hidden units in the first and second
hidden layer and 1 output unit

@ Naming conventions; a N-layer neural network:

o N — 1 layers of hidden units
e One output layer

[http://cs231n.github.io/neural-networks-1/]
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).
Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hidden neurons 20 hidden neurons

o ® . » © L)
° L o
13 L ° °..® < © °
° El ° - L 4
- o L] L ! °
| — —T" o — —_—
2 ] ~ - o o .‘ S ©
. ° r L] L) P * °
° o D - L < - v %
:
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).
Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hiddgr) neurons _ 20 hiddep neurons
o ® . » © L)
° L o
. L ° °..® = © i® o
° El ° o L]
o L] ﬁ L ! °
| o ® i 5 ® ® | 0 7 N |
° e 9 . b < ”
L ° r L] L) P * °
° o D = T 2 v %

@ The capacity of the network increases with more hidden units and more
hidden layers
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Representational Power

@ Neural network with at least one hidden layer is a universal approximator
(can represent any function).

Proof in: Approximation by Superpositions of Sigmoidal Function, Cybenko, paper

3 hidden neurons 6 hiddgr) neurons _ 20 hiddep neurons
o ® . © .
o L] o
® ° .' 2 2 ° ﬁ; 2 p ° - e
. . ) . °
o K] ® ! L .
° ° r L] L) P * ° ’
° o u 2 T 2 - >

@ The capacity of the network increases with more hidden units and more
hidden layers

@ Why go deeper? Read eg: Do Deep Nets Really Need to be Deep? Jimmy Ba, Rich
Caruana, Paper: paper]

[http://cs231n.github.io/neural-networks-1/]
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Neural Networks

@ We only need to know two algorithms

o Forward pass: performs inference
o Backward pass: performs learning

Sanja Fidler CSC420: Intro to Image Understanding



Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer
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Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer

@ Output of the network can be written as:

D
hi(x) = flvo+ Y xvj)
i=1
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Forward Pass: What does the Network Compute?

output layer
input layer
hidden layer

@ Output of the network can be written as:

D
hi(x) = flvo+ Y xvj)
i=1

J
or(x) = g(wko+ Z hj(x)wi;)

(j indexing hidden units, k indexing the output units, D number of inputs)
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Forward Pass in Python

@ Example code for a forward pass for a 3-layer network in Python:

A

D

or ot

output layer

]
O
4

)

input layer
hidden layer 1 hidden layer 2

f = lambda x: 1.0/(1.0 + np.exp(-x)) #

X = np.random.randn(3, 1) ra npu

hl = f(np.dot(Wl, x) + bl) ralculate fir yer activat (4x1
h2 = f£(np.dot(W2, hl) + b2) t i j stivat

out = np.dot(W3, h2) + b3 #

@ Can be implemented efficiently using matrix operations
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Forward Pass in Python

@ Example code for a forward pass for a 3-layer network in Python:

input layer

hidden layer 1 hidden layer 2

f = lambda x: 1.0/(1.0 + np.exp(-x)) #
X = np.random.randn(3, 1) I
hl = f(np.dot(Wl, x) + bl)
h2 = £(np.dot(W2, hl) + b2)
out = np.dot(W3, h2) + b3 #

@ Can be implemented efficiently using matrix operations
@ Example above: W is matrix of size 4 x 3, W5 is 4 x 4. What about biases
and W3?

http://cs231n.github.io/neural-networks-1

CSC420: Intro to Image Understanding
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Training Neural Networks

@ Find weights:

N
w* = argmin Zloss(o(")7 (")
w n=1

where 0 = f(x; w) is the output of a neural network, t is ground-truth
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Training Neural Networks

@ Find weights:

N
w* = argmin Zloss(o(")7 (")

w n=1

where 0 = f(x; w) is the output of a neural network, t is ground-truth

@ Define a loss function, eg:
o Squared loss: >°, %(o,({") — (M2

o Cross-entropy loss: — 37, t\" log 0"
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Training Neural Networks

@ Find weights:

N
w* = argmin Zloss(o(”), (")

w n=1

where 0 = f(x; w) is the output of a neural network, t is ground-truth

@ Define a loss function, eg:
o Squared loss: >, %(O,E") — (M2
o Cross-entropy loss: — 37, t\" log 0"

@ Gradient descent: 9E
witl — wt —
nawt

where 7 is the learning rate (and E is error/loss)
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Toy Code (Matlab): Neural Net Trainer

% F-PROP
for i = : nr_layers - 1
[h{i} Jac{i}] = nonlinearity(W{i} * h{i-1} + b{i});
end
h{nr_layers-1} = W{nr_layers-1} * h{nr_layers-2} + b{nr_layers-1};
prediction = softmax(h{l-1});
% CROSS ENTROPY LOSS
loss = - sum(sum(log(prediction) .* target)) / batch_size;

% B-PROP
dh{l-1} = prediction - target;
for i = nr_layers - 1 : -1 : 1
Wgrad{i} = dh{i} * h{i-1}"';
bgrad{i} = sum(dh{i}, 2);
dh{i-1} = (W{i}' * dh{i}) .* Jjac{i-1};
end
% UPDATE
for i =1 : nr_layers -1
W{i} = W{i} - (lr / batch_size) * Wgrad{i};
b{i} = b{i} - (lr / batch_size) * bgrad{il};
end 28
This code has a few bugs with indices... Ranzaton
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Convolutional Neural Networks (CNN)

@ To work with images we typically use Neural Networks with special
architecture
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Convolutional Neural Networks (CNN)

@ Remember our Lecture 2 about filtering?

Input “image” Filter
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Convolutional Neural Networks (CNN)

@ If our filter was [—1, 1], we got a vertical edge detector

Input “image" Filter

Output map fiv 4
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Convolutional Neural Networks (CNN)

@ Now imagine we didn't only want a vertical edge detector, but also a
horizontal one, and one for corners, one for dots, etc. We would need to
take many filters. A filterbank.

Input “image”

3 channels
(R,G,B)

Output map

" Sanja Fidler

Filter bank

Output has many
<¢==== “‘channels”, one for
each filter

CSC420: Intro to Image Understanding



Convolutional Neural Networks (CNN)

@ Applying a filterbank to an image yields a cube-like output, a 3D matrix in
which each slice is an output of convolution with one filter, and an
activation function.

image (3 channels: R, G, B)

Each slice in this cube is the output of
convolution of the image and a filter
(in this example an 11x11 filter)

In this example there are 96 filters

Stride
ofd4

In this example our network will
always expect a 224x224x3 image.

Pic adopted from: A. Krizhevsk
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Convolutional Neural Networks (CNN)

@ Applying a filterbank to an image yields a cube-like output, a 3D matrix in
which each slice is an output of convolution with one filter, and an
activation function.

image (3 channels: R, G, B)

T Each slice in this cube is the output of
83 convolution of the image and a filter.
L \\ LY In this example the filter size is
[\ IR & | 11x11x3.
[N F
L ,
55,
Stride’ %
228\ Kot 4 $ %

We don’t do convolution in every pixel, but in
every 4" pixel (in x and y direction)

Pic adopted from: A. Krizhevsk
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Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this?

\ \"r\ ................ o

‘ | H 5 = NE
‘ : : 0O(i,9) = ax )k, 1
bae u = S — O = e SO0

le{j—1,4,j+1}

55 : H
.",_ | Max S E
Ja0\ | Stride\| g 7ghE00Nng : ¢ Take each slice in the output cube,

of 4 . . - o
$sesnsessessssssssssnsenaei 1 andin each pixel compute a max over
a small patch around it. This is called
max pooling.

=,
|

7
ly

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this? To get invariance to small shifts in position.

\ ”sr\ ................ o

\ $ $ g
‘ : : )i = ax )k, 1
&m : # ................. , ( (l J) k&{,'l_“ﬁ:.'+1} ¢ ( )

le{j—1,4,j+1}

55 : H
.",_ | Max E E
Ja0\ | Stride\| g 7ghE00Nng : ¢ Take each slice in the output cube,

of 4 . . = 2
$sesnsessessssssssssnsenaei 1 andin each pixel compute a max over
a small patch around it. This is called
max pooling.

=,
|

7
ly

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Now add another “layer” of filters. For each filter again do convolution, but
this time with the output cube of the previous layer.

Add one more layer of filters
These filters are convolved with the
l output of the previous layer. The

results of each convolution is again a
slice in the cube on the right.

55 What is the dimension of each of

4 these filters?
n .
N |_Fa Q s

7r
o

- Q7

55
256
Max
Stride\] o5 | POOIING
22
ofd4

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Keep adding a few layers. Any idea what's the purpose of more layers? Why
can't we just have a full bunch of filters in one layer?

Y ¥ OHBW

—i { § :
55 v \J Y

27
13 13

w

&
\|‘
v/
vi
o

J 13
SN -
N ~ -
[ b 1AW B, ~ - -
| o B -0 b T I=%|» ﬁ
24 \L|~ A\ 1

55

&
=
»
)
>

256 Max
Max Max poaling
Stride\| ¢ pooling pooling

of4

Do it recursively
Have multiple “layers”

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ In the end add one or two fully (or densely) connected layers. In this layer,
we don't do convolution we just do a dot-product between the “filter” and
the output of the previous layer.

In the top, most networks add a “"densely”” connected layer. You
can think of this as a filter, and the output value is a dot product
between the filter and the output cube of the previous layer.

What are the dimensions of this filter in this example? How many
such filters are on this layer?

55

27
13 13
| N
i)

Max Max

Stride pocling pooling
224 2%
of4
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Convolutional Neural Networks (CNN)

@ Add one final layer: a classification layer. Each dimension of this vector
tells us the probability of the input image being of a certain class.

K B

5

v

v B R ERE

ﬁ; o
7,
.
rd
=
+
|
I
|
A Y
]

256

24 \L|~- 7
55
Max
220 || Stride\ o6 pooling

of4

[Pic adopted from: A. Krizhevsky]

Sanja Fidler

v ¥
13 13 13
! Ny I =i ~
! [ =C |» - 3 -4t dense ensi
N 1 ’ p
34 184 256
Max
Max
pooling

poaling ¢ dove |

Add a classification “layer”.

For an input image, the value in a particular
dimension of this vector tells you the
probability of the corresponding object class.
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Convolutional Neural Networks (CNN)

@ This fully specifies a network. The one below has been a popular choice in

the fast few years. It was proposed by UofT guys: A. Krizhevsky, I.
Sutskever, G. E. Hinton, ImageNet Classification with Deep Convolutional
Neural Networks, NIPS 2012. This network won the Imagenet Challenge of
2012, and revolutionized computer vision.

@ How many parameters (weights) does this network have?

I
£

224

5

3 e

Max Max
Stride\| ¢ pocling pooling
of4
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Convolutional Neural Networks (CNN)

... = Trained with stochastic gradient descent on
] two NVIDIA GPUs for about a week

650,000 neurons

60,000,000 parameters

630,000,000 connections

Final feature layer: 4096-dimensional

N

7 Convolutional layer: convolves its input
x ./ with a bank of 3D filters, then applies
point-wise non-linearity

\

Fully-connected layer: applies linear
filters to its input, then applies point-
wise non-linearity

Image

Figure: From: http://uww.image-net.org/challenges/LSVRC/2012/supervision.pdf
[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ The trick is to not hand-fix the weights, but to train them. Train them such
that when the network sees a picture of a dog, the last layer will say “dog”.

@Gﬁ\&ﬁ/_

55

train the welghts of fllters

’

“dog

256

Ao |\ C - 3> ~
EA j ’,’ by jﬁj": 1 N~ e ’&—
N 1 -

96

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a cat, the last layer will say “cat”.

@Gei]\@ﬁ/f

train the weights of filters | et
55 i v ; | .
7
13 13
t\ 5 ih”‘;r‘ 3&‘,‘- ’Qt~_-"5 3\
s | o2 o R by N - 9 3 - 13 & -
ss 34 Js4
256
Max Max
Stride\] o5 | POOIING pooling

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a boat, the last layer will say
“boat”... The more pictures the network sees, the better.

®®\®

train the weights of fllters 5 i “boat”
= ' ' : : %
7
13 13
b N\ - Ny > ~
Y Qﬁ/,’ - ]k:: 3 ,ﬁj,‘ 13 ’&::‘"
ss e Js4
256
Max Max
Stride\] o5 | POOIING pooling

Trainon OtS of examples. Millions. Tens of millions. Wait a week for training to finish.
Share your network (the weights) with others who are not fortunate enough with GPU power.

[Pic adopted from: A. Krizhevsky]
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Classification

@ Once trained we can do classification. Just feed in an image or a crop of the
image, run through the network, and read out the class with the highest
probability in the last (classification) layer.

What's the class of this object?

o B > =l |
% Pidit N - 1B A -g%x
F.Il.. Wann ......l....r LA AL AERNsANEERNES

384 384 256

Max
Max pooling
pooiing

256
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Example

RELU RELU  RELU RELU| RELU RELU
cocwlcouvl co~vlco~vl convlcowl .
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[http://cs231n.github.io/convolutional-networks/]
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Classification Performance

@ Imagenet, main challenge for object classification: http://image-net.org/

@ 1000 classes, 1.2M training images, 150K for test
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http://image-net.org/

Classification Performance in 2012

@ A. Krizhevsky, |. Sutskever, and G. E. Hinton rock the Imagenet Challenge

Team name ! Fllename Error (5 guesses) Description
Using extra training data
test-prods-141-146.2009-131-
i ImageNet Fall 2011
Soperion 137-145-146 2011-145¢ s LFah 20
release
tost »131-137-145:135- !
SuperVision est-prods-131-13 5135 0.16422 Using only supplied
1451.bat training data

Weighted sum of scores

from each classifier with
Sl pred_FVs_wLACs_weighted txt SIFT+FV, LBP+FV,

GIST+FV, and
CSIFT+FV, respectively,

Weighted sum of scores
ISt pred_FVs_weighted.td 0.26602 from classifiers using
each FV.

Naive sum of scores from

IS od_FV: mmed.txt 26648
o e “ classiiars using each FV.
Naive sum of scores from
each classiier with
IS pred_FVs_wlLACs_summed.txt 0.26952 SIFT+FV, LBP+FV,

GIST+FV, and
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Neural Networks as Descriptors

© What vision people like to do is take the already trained network (avoid one
week of training), and remove the last classification layer. Then take the top
remaining layer (the 4096 dimensional vector here) and use it as a descriptor
(feature vector).

55
13 13 13
[ A\~
i ~
mN 1-. . —e,
| S 5 -] N N -4 ~
1 M) 5 N - " id ) X -] 13
24 wuunge Fenn -F---- Wassdmssssananns Hsssnnn

3 e 256
256 Max
Max Max poaling
\\ Stride\| o5 | POOIING pooling
28\l ot 4

Vision people are mainly interested in this vector. You can use
it as a descriptor. A much better descriptor than SIFT, etc.

Train your own classifier on top for your choice of classes.
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

Classifier predicting
CN N magic my set of classes
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

@ This is quite hacky, but works miraculously well.

Classifier predicting
CNN magic my set of classes

Sanja Fidler
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.
@ This is quite hacky, but works miraculously well.

@ Everywhere where we were using SIFT (or anything else), you can use NNs.

Classifier predicting
my set of classes

—- | | )

CNN magic

4096
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And Detection?

@ For classification we feed in the full image to the network. But how can we
perform detection?

Find all objects of interest in this image!
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@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

7 aeroplane? no.
%\: > person? yes.

CNNN,

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network

aerop lane" no.
\
B erson" yes

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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And Detection?

@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network.

@ If the warped image looks weird and doesn't resemble the original object,
don’t worry. Somehow the method still works.

@ This approach, called R-CNN, was proposed in 2014 by Girshick et al.

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

aerop lanc" no.
% > pcrson" yes.

CNNN,

tvmonitor? no.

Combine superpixels
iteratively. At each step
combine the two most
similar neighboring
regions.

superpixels

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

1 aeroplane? no.

D> person? yes.
e NN 4 s
tvmonitor? no.

At each iteration place
a bounding box around
the combined region
and add it to the
proposal set of boxes.

superpixels

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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Detection Datasets
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http://pascallin.ecs.soton.ac.uk/challenges/VOC/

Detection Performance in 2013: 40.4%

In 2013, no networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.

wan anrw Wy bl s bt ben G G DA G ding ey b er persen petied sherp sels ki In  dieiisiee
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P, £ 0, W MA AL BED NRF IIA 000 S5 A7 4L) 268 MIS  JRN M) ehe S0 ek 32 Me M6 S0 e0) FhAwgtn
-TUaA MO SA) AR I N3 IRD MSA A8 LT LA FAY JEY WA et M6 bt A7 A A @ W4 Mamitn
- . or w1 wua A LIS KA ATA 122 MR 172 MR MY ML eI A4 as It e e ®
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n~S0pm e %A 1S ARE 13D 100 MRS M6 MY NE 16 4 2 R Mo e a7 e 3 3o Ayt
wOG LI Linear SVM O T R R P LT ¥ R ¥ S O N TV R 1) BL TS Ay 200
DG LIP L TR MSZROOTS 1 R a0 31 10 WA 1A a8 4% 81 & LR el A AL M0 10 I3 7B NiAwmRN
Condentarts B OINA MI RZ 14 TRE A7 1SS MT MR K11 28 47 e WY WE B DS W2 T 710 DAwn
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Figure: Leading method segDPM is by Sanja et al. Those were the good times...

S. Fidler, R. Mottaghi, A. Yuille, R. Urtasun, Bottom-up Segmentation for Top-down Detection, CVPR'13
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Detection Performance in 2014: 53.7

In 2014, networks:
@ Results on the main recognition benchmark, the PASCAL VOC challenge.

MEAS Bere DACyCR Derd DOMl DOTE Dus CAr AL OWIT Cow GWMNG S0§ DOrse MONr DErsos potied sheep SOt Wain Ty Yebmisson
ane TaMe hike slam o dare
v vV YV YV VVYVVVYVY VYV VYV VYV VY VYV V v
R-CNN (b reg e na 58 S50 BAE 339 397 GO0 A9 179 M08  4l4 D0 W0 s i 93 WA Wy a2 24 20LAM1S
R-Cnn w2 W 1 -y no 08 W A2 A58 DA e “©y ws a “s nse LY SES M W2 W0lepm0

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object
Detection and Semantic Segmentation, CVPR'14
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So Neural Networks are Great

@ So networks turn out to be great.

@ At this point Google, Facebook, Microsoft, Baidu “steal” most neural
network professors from academia.
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So Neural Networks are Great

@ But to train the networks you need quite a bit of computational power. So
what do you do?
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So Neural Networks are Great

@ Buy even more.
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So Neural Networks are Great

@ And train more layers. 16 instead of 7 before. 144 million parameters.

/

e
77

o
-

Stride
of4

add more layers

y
27

96

ense d ens

256
Max
pooling 4096

[Pic adopted from: A. Krizhevsky]

Recognition. arXiv 2014

Figure: K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-Scale Image
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150 Layers!

@ Networks are now at 150 layers =

They use a skip connections with special form

In fact, they don’t fit on this screen

Amazing performance!

A lot of “mistakes” are due to wrong ground-truth

weight layer
weight layer

Hx)=F(x)+x @®

F(x) identity

X =

[He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition. arXiv:1512.03385, 2016]
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Results: Object Classification

Revolution of Depth

282
25.8
152 layers
A
N 16.4
11.7
22 layers 19 layers
\ 67 7.3

3.57 I‘ -y I 8 layers 8 layers shallow

ILSVRC'15  ILSVRC'14  ILSVRC'14  ILSVRC'13  ILSVRC'12  ILSVRC'11  ILSVRC'10
ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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Results: Object Detection

101 layers

Revolution of Depth »

’

" 86
Engines of
visual recognition = in v

. 16 layers
8 layers

shallow . Vo

HOG, DPM AlexNet VGG ResNet

(RCNN) (RCNN) (Faster RCNN)*

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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Results: Object Detection

person : 0,998 {8
Al

W® _person (_)987

\ g i A
‘1-' qﬁ ’ 73-:150n ).935
o~ .

-
book : 0, -
iy

Al 1

\ =
- x'\
L’_‘_ :‘F¢-

Sllde R. Liao, Paper [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.

0
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Results: Object Detection

person : 0.989 K
0 refrigerator : 0.979
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Results: Object Detection

person 0,910 "‘ person : 0.998

person 0,998 umbrella - 0.910 o N
handbag 0667

Slide: R. Liao, Paper: [He, K., Zhang, X., Ren, S. and Sun, J., 2015. Deep Residual Learning for Image Recognition.
arXiv:1512.03385, 2016]
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What do CNNs Learn?

Figure: Filters in the first convolutional layer of Krizhevsky et al
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What do CNNs Learn?

Figure: Filters in the second layer

[http://arxiv.org/pdf/1311.2901v3.pdf]
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What do CNNs Learn?

Figure: Filters in the third layer

[http://arxiv.org/pdf/1311.2901v3.pdf]
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What do CNNs Learn?
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Neural Networks — Can Do Anything

Classification / annotation

@ Detection

Segmentation

@ Stereo

Optical flow

How would you use them for these tasks?
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Neural Networks — Years In The Making

@ NNs have been around for 50 years. Inspired by processing in the brain.

W vitual oreo - associition orea
reting —= LOB = simple —= comgiex = OWEY ~0rder _"V"'m-m,_vﬁmm

e o oy oo DI ¢ Ve v —3 modfiabie syrogees
Yy >Uq, Uy 50U, Uy P Uy Py —> unmodfatie syncpses

Fig. 1. Cotresposdence betweea the hierarchy model by Hubel and Wicsel, and the neural network of the neocogaitron

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980

Nature Reviews | Newron

Flgu I'€. http://www.nature.com/nrn/journal/v14/n5/figs/recognition/nrn3476-£1. jpg,
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Neuroscience

@ V1: selective to direction of movement (Hubel & Wiesel)

V1 physiology: orientation selectivity

S

[4)

b

2

3 $

z .

Ko

Q

[

2

g

8

g

2

2 ; SO
20 40

Stimulus orientation (deg)

Hubel & Wiesel, 1968

Figure: pic from:
http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/LGN-V1-slides/Slidel5. jpg
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Neuroscience

@ V2: selective to combinations of orientations

Figure 1. The selectivity of a V2 neuron

AO Ry e = can be explained by two V1 inputs.
TerrEy s Lt (A) Angle stimuli, consisting of two line
SNy e g AN Ve rp < segments, used by 1to and Komatsu (9] to
LINVYVYNLL /(L LENINVYL L (L study the selectivity of V2 neurons. The
C R ANCE R I B Y L INJD { U orlentation of one line segment varies
VYV ANAAY ) YN “VVINAD Y AN along the rows and the orientation of the
PV S AN > Yy NN VN A 239NN\ other line segment varies along the
120p=—rd 4 A 2N\ 7 7 = = f——d A F 7T columns, (B) The pattern of responses for
L-rt 3> > \g 44~ -~ /DD 44~ an example neuron. Circles surround the
rrllYyr e N AN rr/ 74 \4 A A Stmuhu:': fhet - evoied - 0. Inaxiel
270 cli1YYA 4 s N r( 3 mtponu.u.\dmmyll that wnkedm
:((\\\-\:‘\AL L :(( \:I\:'\l‘\;‘: $u00. helt $hee eaium. sre: shacec:
TELLNID RS R PLadan [N @y, € Our model V2 fecron st the
¢ 0 90 120 270 o V1 neurons that sum the inputs from LGN
cells with center-surround receptive fields
“«flV~e [11]. (D) Predicted response from our
‘Oo A e - R model neuron to the stimulus set. Like the
A° LENYNNY L2 ) (Y example V2 neuron, the model neurcn
» - LErNYNd) LY responds to angle stimull containing ori-
VvV ENAA S YA N nntodlln_vmulhltmaldﬂhop'o‘
V2 Vi LGN v AN > Yy NN ferred orientation of either of the two V1
et d A2\ p 5 5 = =] Iinput neurons.
. L~ A D25 > \g 44~
V'O r//}@74 A AN
v.0 rellYYaa 4\
° e CUNNA A AR\
< LN S~ mn
Currert Biology

Figure: G. M. Boynton and Jay Hegde, Visual Cortex: The Continuing Puzzle of Area V2,

Current Biology, 2004
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Neuroscience

@ V4: selective to more complex local shape properties (convexity/concavity,
curvature, etc)

A ofectir Threa s ofec ot
® ®en 0 ! QU0 (00
5:© o0 Q00 | COUQ0000
1 ] c 000 30 O
ot {* aC g 70 0 H 0 Q00
0 z0 00 0-000
0 Q50 § 0 of
20 200000 §0 000 3 00000 A
o €0 o 0 } 0o H
09 3 Q0 000 0 g
() } go ,; Q.0 o;
s o © 0 =
— 000
Hiooco 000
00 00
PEAl [~ q
300 0000
20 0QUAD
*O\’; ] [>~]
}0 o -}
000
OCI0 00
; [»Iviate ]
) o

Figure: A. Pasupathy , C. E. Connor, Shape Representation in Area V4: Position-Specific
Tuning for Boundary Conformation, Journal of Neurophysiology, 2001
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Neuroscience

@ IT: Seems to be category selective

animate | inanimate
A | .

monkey IT human IT
danivilarity

ercantia of 1] »

Figure: N. Kriegeskorte, M. Mur, D. A. Ruff, R. Kiani, J. Bodurka, H. Esteky, K. Tanaka, P. A.
Bandettini, Matching Categorical Object Representations in Inferior Temporal Cortex of Man
and Monkey, Neuron, 2008
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

30 28

B 'E s B

S L. Ric e L.. L =0 § 1 T VR i

oy
o

32 29 5 4.v‘ N
i B S G

Figure: R. Q. Quiroga, L. Reddy, G. Kreiman, C. Koch, I. Fried, Invariant visual representation
by single-neurons in the human brain. Nature, 2005
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

GRANDMOTHER CELLS REVISITED

ARE NERVE CELLS such as the Jennifer Aniston neuron the long-
debated grandmother cells? To answer that question, we have to
be more precise about what we mean by grandmother cells. One
extreme way of thinking about the grandmother cell hypothesis
is that only one neuron responds to one concept. But if we could
find one single neuron that fired to Jennifer Aniston, it strongly
suggests that there must be more—the chance of finding the one
and only one among billions is minuscule. Moreover, if only a
single neuron would be responsible for a person’s entire concept
of Jennifer Aniston, and it were damaged or destroyed by dis-
ease or accident, all trace of Jennifer Aniston would disappear
from memory, an extremely un-
likely prospect.

A less extreme definition of
grandmother cells postulates
that many more than a solitary
neuron respond to any one con-
cept. This hypothesis is plausi-
ble but very difficult, if not im-
possible, to prove. We cannot
try every possible concept to  and spoken name
prove that the neuron fires only
to Jennifer Aniston. In fact, the
opposite is often the case: we
often find neurons that respond
to more than one concept. Thus,
if a neuron fires only to one person during an experiment, we
cannot rule out that it could have also fired to some other stim-
uli that we did not happen to show.

A single neuron
that responded to
Luke Skywalker
and his written

also fired to the
image of Yoda.
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Neuroscience

@ Take the whole brain processing business with a grain of salt. Even
neuroscientists don't fully agree. Think about computational models.

Ah-ha... therel
the grandmother
cell at last!

jolyon.co.uk
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http://thebrainbank.scienceblog.com/files/2012/11/Image-6.jpg

Neural Networks — Why Do They Work?

@ NNs have been around for 50 years, and they haven't changed much.

visual crec - QssocKtion area
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Fig. 1. Correspondence between the hierarchy model by Hubdl and Wicsel, and the neural nctwork of the neocognitron

Fig. 2. Schematic diagram Wastrating the
intercomnections between layers in the
neocognitron
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Neural Networks — Wh

@ NNs have been around for 50 years, and they haven't changed much.
@ So why do they work now?
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Fig. 1. Correspondence between the hierarchy model by Hubdl and Wicsel, and the neural nctwork of the neocognitron
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Fig. 2. Schematic diagram Wastrating the

intercomnections between layers in the
neocognitron

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980
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Neural Networks — Why Do They Work?

@ Some cool tricks in design and training:

A. Krizhevsky, |. Sutskever, G. E. Hinton, ImageNet Classification with Deep
Convolutional Neural Networks, NIPS 2012

@ Computational resources and tones of data
@ NNs can train millions of parameters from tens of millions of examples

ajﬂlr L _.'“;'“f& 5 "D‘T‘{q; -4 - ’*f‘

AR ,,\‘l‘a <

Figure: The Imagenet dataset: Deng et al. 14 million images, 1000 classes
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Main code: R
@ Neural network packages:
http://caffe.berkeleyvision.org/, Tensorflow, Theano,
Torch, PyTorch
@ Object detection:
https://github.com/rbgirshick/rcnn
L https://github.com/weiliu89/caffe/tree/ssd )
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Summary — Stuff Useful to Know

@ Important tasks for visual recognition: classification (given an image crop,
decide which object class or scene it belongs to), detection (where are all
the objects for some class in the image?), segmentation (label each pixel in
the image with a semantic label), pose estimation (which 3D view or pose
the object is in with respect to camera?), action recognition (what is
happening in the image/video)

@ Bottom-up grouping is important to find only a few rectangles in the image
which contain objects of interest. This is much more efficient than exploring
all possible rectangles.

@ Neural Networks are currently the best feature extractor in computer vision.

@ Mainly because they have multiple layers of nonlinear classifiers, and
because they can train from millions of examples efficiently.

@ Going forward design computationally less intense solutions with higher
generalization power that will beat 100 layers that Google can afford to do.
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