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Knowledge Bases

● KB: Knowledge in a structured, computer-readable form
● Many KBs exist: different types of information → useful for different tasks

○ Commonsense knowledge: a person is a physical entity
○ Encyclopedic knowledge: a dog is a mammal
○ Visual knowledge: a person can wear shorts

● Advances in structured KBs have driven natural language question answering
○ IBM’s Watson, Evi, Amazon Echo, Cortana, Siri, etc.



Knowledge Bases

● Knowledge is represented by a graph composed of triples (arg1, rel, arg2):

cat dog

domesticated animal

is-a is-a

cat, dog, horse, pig, ...

KB:

Result:

List of all domesticated animals 

?x : (?x, is-a, domesticated animal)Query:



● How can external knowledge be used in computer vision?
● In humans, vision and reasoning are intertwined

○ You use your external knowledge of the world all the time to understand what you see

Knowledge Bases in Computer Vision

VQA Image Classification, etc.

High-level tasks Low-level tasks

KB

Enable reasoning with external 
knowledge to answer complicated 
questions that go beyond what is 

visible in an image

Enable using knowledge about the 
world to identify objects based on 

their properties or relationships with 
other objects.



Visual Question Answering (VQA)

Q:
A:

What color is the train?
Yellow

● The task of VQA involves understanding the content of images, but often requires prior 
non-visual information

● For general questions, VQA requires reasoning with external knowledge
○ Commonsense, topic-specific, or encyclopedic knowledge
○ Right image: need to know that umbrellas provide shade on sunny days

Q:
A:

Why do they have umbrellas?
Shade

A Purely Visual Question A More Involved Question



The Dominant Approach to VQA

● Most approaches combine CNNs with RNNs to learn a mapping directly from 
input images and questions to answers:

Question

Image

“Visual Question Answering: A Survey of Methods and Datasets.” Wu et al. https://arxiv.org/pdf/1607.05910.pdf. 2016.

https://arxiv.org/pdf/1607.05910.pdf


Limitations of the Straightforward Approach

● Alternative strategy: Decouple the reasoning (e.g. as a neural net) from the 
storage of knowledge (e.g. in a structured KB)

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

- Not capable of explicit reasoning
- No explanation for how it arrived at the answer

○ Using image info, or using the prevalence of an answer in the training set?
- Can only capture knowledge that is in the training set

○ Some knowledge is provided by class labels or captions in MS COCO
○ Only a limited amount of information can be encoded within an LSTM
○ Capturing this would require an implausibly large LSTM

+ Works well in answering simple questions directly related to the image 
content
○ “What color is the ball?”
○ “How many cats are there?”

https://arxiv.org/pdf/1511.02570.pdf


VQA Methods

Method Knowledge 
Based

Explicit 
Reasoning

Structured 
Knowledge

Number of 
KBs

CNN-LSTM ❌ ❌ ❌ 0

Ask Me 
Anything ✓ ❌ ❌ 1

Ahab ✓ ✓ ✓ 1

FVQA ✓ ✓ ✓ 3



Ask Me Anything: Introduction

● Combines image features with 
external knowledge 

1. Construct a textual 
representation of an image

2. Merge this representation with 
textual knowledge from a KB

3. Feed the merged information to 
an LSTM to produce an answer

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

Method

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Architecture

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Attribute-Based Representation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Describe image content in terms of a set of attributes
● Attribute vocabulary derived from words in MS COCO 

captions
○ Attributes can be objects (nouns), actions (verbs), or 

properties (adjectives)
● Region-based multi-label classification → CNN outputs a 

probability distribution over 256 attributes for each region
● Outputs for each region are max-pooled to produce a single 

prediction vector

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Caption-Based Representation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Based on the attribute vector           , generate five 
different captions
○ The captions constitute the textual representation 

of the image
● Average-pooling over the hidden states of the 

caption-LSTM after producing each sentence yield 

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Example Captions from Attributes

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: External Knowledge

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Pre-emptively fetch information related to the top 5 attributes
○ Issue a SPARQL query to retrieve the textual “comment” field for each attribute

● A comment field contains a paragraph description of an entity
● Concatenate the 5 paragraphs → Doc2Vec → 

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Full Architecture

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Pass            ,             , and                 as the initial input to an LSTM that 
reads in the question word sequence and learns to predict the sequence of 
words in the answer

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Evaluation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Toronto COCO-QA
○ 4 types of questions (object, number, color, location)
○ Single-word answer
○ Questions derived automatically from human captions on MS-COCO

● VQA
○ Larger, more varied dataset
○ Contains “What is,” “How many,” and “Why” questions

● The model is compared against a CNN-LSTM baseline

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: COCO Evaluation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● Att+Cap-LSTM performs better than Att+Know-LSTM, so information from 
captions is more valuable than information from the KB

● COCO-QA does not test the use of external information

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Evaluation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: VQA Evaluation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: VQA Evaluation

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

● “Where” questions require knowledge of potential locations
● “Why” questions require knowledge about people’s motivations
● Adding the KB improves results significantly for these categories

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Qualitative Results

“Ask Me Anything: VQA Based on Knowledge from External Sources” Wu et al. https://arxiv.org/pdf/1511.06973.pdf. 2016.

https://arxiv.org/pdf/1511.06973.pdf


Ask Me Anything: Limitations

- Only extracts discrete pieces of text from the KB: ignores the structured 
representation

- No explicit reasoning: cannot provide explanations for how it arrived at an 
answer

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

● This approach is evaluated on standard VQA datasets, not special ones that 
support higher-level reasoning

● Need a new dataset with more knowledge-based questions
● Would also like explicit reasoning
● Other approaches aim to make use of the structure of the KB and perform 

explicit reasoning
○ Ahab and FVQA
○ They introduce new small-scale datasets that focus on questions requiring external knowledge

https://arxiv.org/pdf/1511.02570.pdf


Ahab: Explicit Knowledge-Based Reasoning for VQA

● Performs explicit reasoning about 
the content of images

● Provides explanations of the 
reasoning behind its answers

1. Detect relevant image content
2. Relate that content to information 

in a KB
3. Process a natural language 

question into a KB query
4. Run the query over the combined 

image and KB info
5. Process the response to form the 

final answer

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

https://arxiv.org/pdf/1511.02570.pdf


KB-VQA Dataset

● Contains knowledge-level questions that require explicit reasoning about image content
● Three categories of questions:

1. Visual: Can be answered directly from the image: “Is there a dog in this image?”
2. Common sense: Should not require an adult to consult an external source: “How 

many road vehicles are in this image?”
3. KB knowledge: Requires an adult to use Wikipedia: “When was the home 

appliance in this image invented?”
● Questions constructed by humans filling in 23 templates:

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

~50%

https://arxiv.org/pdf/1511.02570.pdf


Ahab Method: RDF Graph Construction

● Detect concepts in the image and link them to the KB
● Resulting RDF graph includes image contents + info from DBpedia

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

https://arxiv.org/pdf/1511.02570.pdf
https://arxiv.org/pdf/1511.02570.pdf


Ahab Method: Parsing Questions

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

https://arxiv.org/pdf/1511.02570.pdf
https://arxiv.org/pdf/1511.02570.pdf


Ahab: Results for Question Types

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

● Ahab outperforms the baseline on all question types

Visual

Visual
Visual

KB

KB

Gap to reach human 
performance

Outperforms humans

https://arxiv.org/pdf/1511.02570.pdf


Ahab: Evaluation

● Human-based evaluation (because questions are open-ended, especially 
KB-knowledge questions)

● Compared to a baseline CNN-LSTM model

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

● The performance gap 
between Ahab and the LSTM 
increases for questions 
requiring external knowledge

https://arxiv.org/pdf/1511.02570.pdf


Ahab: Qualitative Results

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

https://arxiv.org/pdf/1511.02570.pdf


Ahab: Discussion

+ Capable of reasoning about the content of images and interactively answering 
a wide range of questions about them

+ Uses a structured representation of the image content, and relevant info 
about the world from a large external KB

+ Capable of explaining its reasoning in terms of entities in the KB, and the 
connections between them

+ Ahab can be used with any KB for which a SPARQL interface is available

- Relies heavily on pre-defined question templates
- Special query handling for each predicate, e.g. CommProp, IsImgRelate, etc.

- Uses only one KB (DBpedia) 

“Explicit Knowledge-Based Reasoning for VQA.” Wang et al. https://arxiv.org/pdf/1511.02570.pdf. 2015.

https://arxiv.org/pdf/1511.02570.pdf


Fact-based Visual Question Answering (FVQA)

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

● Recognition: red object = fire hydrant

● Required Knowledge: a fire hydrant 
can be used for fighting fires

● FVQA dataset contains supporting 
facts for each example:

<FireHydrant, CapableOf, FightingFire>

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

What you need to know to 
answer the question

https://arxiv.org/pdf/1606.05433.pdf
https://arxiv.org/pdf/1606.05433.pdf


Fact-based Visual Question Answering (FVQA)

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

● Current datasets have focused on questions which are answerable by direct 
analysis of the question and image alone.

● The FVQA dataset which requires much deeper reasoning. 
● FVQA contains questions that require external information to answer.
● Extend conventional VQA dataset with supporting facts, represented as 

triplets, such as <Cat, CapableOf, ClimbingTrees>.

Differences from Ahab 

● The FVQA model learns a mapping from questions to KB queries
○ By classifying questions into categories, and extracting parts

● Uses 3 KBs: DBpedia, ConceptNet, WebChild

https://arxiv.org/pdf/1606.05433.pdf


FVQA Ground-Truth Examples

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

https://arxiv.org/pdf/1606.05433.pdf
https://arxiv.org/pdf/1606.05433.pdf


FVQA Architecture

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

https://arxiv.org/pdf/1606.05433.pdf


FVQA Predicates

“FVQA: Fact-based Visual Question Answering.” Wang et al. https://arxiv.org/pdf/1606.05433.pdf. 2016.

https://arxiv.org/pdf/1606.05433.pdf


Graphs as Knowledge Bases and Structured Image Representations

● Graphs are a powerful way to express relationships between concepts
● Knowledge graphs capture general world knowledge
● Scene graphs capture the semantic content of an image
● Can combine these to integrate image-level details with general knowledge



Scene Graphs + KBs

● Can combine visual datasets (Visual Genome) with large-scale KBs that 
provide commonsense information about visual and non-visual concepts

○ The information in KBs is complementary to visual annotations in scene graphs

“Visual Question Answering: A Survey of Methods and Datasets.” Wu et al. https://arxiv.org/pdf/1607.05910.pdf. 2016.

What color is the man’s shirt?Q: 

BlueA: ∈
?

Blue

https://arxiv.org/pdf/1607.05910.pdf


Scene Graphs + KBs

● The information in KBs is complementary to annotations in scene graphs
● Can combine visual datasets (Visual Genome) with large-scale KBs that 

provide commonsense information about visual and non-visual concepts

cat

black

on table cat

black

on table

is a

mammal

Complete the scene-specific
graph with general relevant

knowledge <cat, is a, mammal>

<cat, is a, mammal>

KB



Scene Graphs + KBs: Results

“Visual Question Answering: A Survey of Methods and Datasets.” Wu et al. https://arxiv.org/pdf/1607.05910.pdf. 2016.

● Effect of graph completion on Visual Genome questions:

https://arxiv.org/pdf/1607.05910.pdf


The More You Know: Using Knowledge Graphs for Image Classification

● Can exploit structured visual knowledge to improve image classification
● Humans use knowledge of the world to recognize unfamiliar objects

○ Gained from experience and language

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


The More You Know: Graph Search Neural Network

● A Graph Neural Network (GNN) takes an arbitrary graph as input
● It propagates information between nodes to predict node-level outputs

- Updates the representations for each node in a graph at each time step
- Not scalable to graphs with thousands of nodes → knowledge graphs

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

● Solution: Graph Search Neural Network (GSNN) selects a subset of the 
graph in each time step, and updates representations only for those nodes
○ A way to efficiently use knowledge graphs to improve image classification

https://arxiv.org/pdf/1612.04844.pdf


The More You Know: Graph Search Neural Network

1. Initial nodes are selected based on objects detected in the image
2. In each step, neighbours of the nodes in the current graph are added to the graph.
3. After a few expansion steps the node outputs are used in a classification pipeline

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


The More You Know: Visual Genome Knowledge Graph

● Visual Genome contains over 100,000 images with many categories that fall 
in the long tail, each labelled with a scene graph 

● Visual Genome knowledge graph → commonsense visual knowledge mined 
from common relationships in scene

○ Examples: grass is green; people can wear hats
● VG does not contain semantic relationships between concepts

○ e.g., a dog is an animal

● To incorporate hypernym information, VG graphs are fused with a WordNet 
graph representing a hierarchy of concepts

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


● Mean Average Precision for multi-label classification on the VGFS dataset

● Mean Average Precision for multi-label classification on VGML using 500, 
1,000, 5,000 training examples and the full training dataset

The More You Know: Evaluation

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


The More You Know: Success Cases

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


The More You Know: Failure Cases

“The More You Know: Using Knowledge Graphs for Image Classification.” Marino et al. https://arxiv.org/pdf/1612.04844.pdf. 2016.

https://arxiv.org/pdf/1612.04844.pdf


VQA Methods

Method Knowledge 
Based

Explicit 
Reasoning

Structured 
Knowledge

Number of 
KBs

CNN-LSTM ❌ ❌ ❌ 0

Ask Me 
Anything ✓ ❌ ❌ 1

Ahab ✓ ✓ ✓ 1

FVQA ✓ ✓ ✓ 3



Thank you!


