
Recognition:

Overview
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Textbook

This book has a lot of material:

K. Grauman and B. Leibe

Visual Object Recognition

Synthesis Lectures On Computer Vision, 2011
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How It All Began...

[Slide credit: A. Torralba]
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This Lecture

What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

What’s still missing?
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This Lecture

What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

What’s still missing?

What happens if we solve it?

Figure: Singularity?

http://www.futurebuff.com/wp-content/uploads/2014/06/singularity-c3po.jpg
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This Lecture

What are the recognition tasks that we need to solve in order to finish
Papert’s summer vision project?

How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

What’s still missing?

What happens if we solve it?

Figure: Nah... Let’s start by having a more intelligent Roomba.

http://realitypod.com/wp-content/uploads/2013/08/Wall-E.jpg
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The Recognition Tasks

Let’s take some typical tourist picture. What all do we want to recognize?

[Adopted from S. Lazebnik]
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The Recognition Tasks

Identification: we know this one (like our DVD recognition pipeline)

[Adopted from S. Lazebnik]
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The Recognition Tasks

Scene classification: what type of scene is the picture showing?

[Adopted from S. Lazebnik]
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The Recognition Tasks

Classification: Is the object in the window a person, a car, etc

[Adopted from S. Lazebnik]
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The Recognition Tasks

Image Annotation: Which types of objects are present in the scene?

[Adopted from S. Lazebnik]
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The Recognition Tasks

Detection: Where are all objects of a particular class?

[Adopted from S. Lazebnik]
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The Recognition Tasks

Segmentation: Which pixels belong to each class of objects?
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The Recognition Tasks

Pose estimation: What is the pose of each object?
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The Recognition Tasks

Attribute recognition: Estimate attributes of the objects (color, size, etc)
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The Recognition Tasks

Commercialization: Suggest how to fix the attributes ;)
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The Recognition Tasks

Action recognition: What is happening in the image?
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The Recognition Tasks

Surveillance: Why is something happening?
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Try Before Listening to the Next 8 Classes

Before we proceed, let’s first give a shot to the techniques we already know

Let’s try detection

These techniques are:

Template matching (remember Waldo in Lecture 3-5?)

Large-scale retrieval: store millions of pictures, recognize new one by

finding the most similar one in database. This is a Google approach.
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Template Matching

Template matching: normalized cross-correlation with a template (filter)

[Slide from: A. Torralba]
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Template Matching

Template matching: normalized cross-correlation with a template (filter)

[Slide from: A. Torralba]
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Recognition via Retrieval by Similarity

Upload a photo to Google image search and check if something reasonable
comes out

query
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Recognition via Retrieval by Similarity

Upload a photo to Google image search

Pretty reasonable, both are Golden Gate Bridge

query
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Recognition via Retrieval by Similarity

Upload a photo to Google image search

Let’s try a typical bathtub object

query
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Recognition via Retrieval by Similarity

Upload a photo to Google image search

A bit less reasonable, but still some striking similarity

query
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Recognition via Retrieval by Similarity

Make a beautiful drawing and upload to Google image search

Can you recognize this object?

query
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Recognition via Retrieval by Similarity

Make a beautiful drawing and upload to Google image search

Not a very reasonable result

query

other retrieved results:
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Why is it a Problem?

Difficult scene conditions

[From: Grauman & Leibe]
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Why is it a Problem?

Huge within-class variations. Recognition is mainly about modeling variation.

[Pic from: S. Lazebnik]
Sanja Fidler CSC420: Intro to Image Understanding 27 / 83



Why is it a Problem?

Tones of classes

[Biederman]Sanja Fidler CSC420: Intro to Image Understanding 28 / 83



Overview

What if I tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert’s class) with a single concept?

This concept is called Neural Networks

And it is quite simple.
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Convolutional Neural Networks (CNN)

Remember our Lecture 2 about filtering?
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Convolutional Neural Networks (CNN)

If our filter was [−1, 1], we got a vertical edge detector
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Convolutional Neural Networks (CNN)

Now imagine we didn’t only want a vertical edge detector, but also a
horizontal one, and one for corners, one for dots, etc. We would need to
take many filters. A filterbank.

[Pic adopted from: A. Krizhevsky]Sanja Fidler CSC420: Intro to Image Understanding 30 / 83



Convolutional Neural Networks (CNN)

So applying a filterbank to an image yields a cube-like output, a 3D matrix
in which each slice is an output of convolution with one filter.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this?

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this? To get invariance to small shifts in position.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Now add another “layer” of filters. For each filter again do convolution, but
this time with the output cube of the previous layer.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Keep adding a few layers. Any idea what’s the purpose of more layers? Why
can’t we just have a full bunch of filters in one layer?

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

In the end add one or two fully (or densely) connected layers. In this layer,
we don’t do convolution we just do a dot-product between the “filter” and
the output of the previous layer.

[Pic adopted from: A. Krizhevsky]Sanja Fidler CSC420: Intro to Image Understanding 30 / 83



Convolutional Neural Networks (CNN)

Add one final layer: a classification layer. Each dimension of this vector
tells us the probability of the input image being of a certain class.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

This fully specifies a network. The one below has been a popular choice in
the fast few years. It was proposed by UofT guys: A. Krizhevsky, I.
Sutskever, G. E. Hinton, ImageNet Classification with Deep Convolutional
Neural Networks, NIPS 2012. This network won the Imagenet Challenge of
2012, and revolutionized computer vision.

How many parameters (weights) does this network have?

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Figure: From: http://www.image-net.org/challenges/LSVRC/2012/supervision.pdf

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

The trick is to not hand-fix the weights, but to train them. Train them such
that when the network sees a picture of a dog, the last layer will say “dog”.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Or when the network sees a picture of a cat, the last layer will say “cat”.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

Or when the network sees a picture of a boat, the last layer will say
“boat”... The more pictures the network sees, the better.

[Pic adopted from: A. Krizhevsky]
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Classification

Once trained we can do classification. Just feed in an image or a crop of the
image, run through the network, and read out the class with the highest
probability in the last (classification) layer.
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Classification Performance

Imagenet, main challenge for object classification: http://image-net.org/

1000 classes, 1.2M training images, 150K for test
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Classification Performance Three Years Ago (2012)

A. Krizhevsky, I. Sutskever, and G. E. Hinton rock the Imagenet Challenge
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Neural Networks as Descriptors

What vision people like to do is take the already trained network (avoid one
week of training), and remove the last classification layer. Then take the top
remaining layer (the 4096 dimensional vector here) and use it as a descriptor
(feature vector).
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Neural Networks as Descriptors

What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

Now train your own classifier on top of these features for arbitrary classes.

This is quite hacky, but works miraculously well.

Everywhere where we were using SIFT (or anything else), you can use NNs.

Sanja Fidler CSC420: Intro to Image Understanding 34 / 83



And Detection?

For classification we feed in the full image to the network. But how can we
perform detection?
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And Detection?

Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

Each of these boxes is obtained by grouping similar clusters of pixels

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR’14
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And Detection?

Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

Each of these boxes is obtained by grouping similar clusters of pixels

Crop image out of each box, warp to fixed size (224 × 224) and run through
the network.

If the warped image looks weird and doesn’t resemble the original object,
don’t worry. Somehow the method still works.

This approach, called R-CNN, was proposed in 2014 by Girshick et al.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR’14

Sanja Fidler CSC420: Intro to Image Understanding 36 / 83



And Detection?

One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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Detection Performance

PASCAL VOC challenge: http://pascallin.ecs.soton.ac.uk/challenges/VOC/.

Figure: PASCAL has 20 object classes, 10K images for training, 10K for test
Sanja Fidler CSC420: Intro to Image Understanding 38 / 83
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Detection Performance Two Years Ago: 40.4%

Two years ago, no networks:

Results on the main recognition benchmark, the PASCAL VOC challenge.

Figure: Leading method segDPM is by Sanja et al. Those were the good times...

S. Fidler, R. Mottaghi, A. Yuille, R. Urtasun, Bottom-up Segmentation for Top-down Detection, CVPR’13
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Detection Performance 1.5 Years Ago: 53.7%

1.5 years ago, networks:

Results on the main recognition benchmark, the PASCAL VOC challenge.

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object

Detection and Semantic Segmentation, CVPR’14
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So Neural Networks are Great

So networks turn out to be great.

At this point Google, Facebook, Microsoft, Baidu “steal” most neural
network professors from academia.
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So Neural Networks are Great

But to train the networks you need quite a bit of computational power. So
what do you do?
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So Neural Networks are Great

Buy even more.
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So Neural Networks are Great

And train more layers. 16 instead of 7 before. 144 million parameters.

Figure: K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-Scale Image
Recognition. arXiv 2014

[Pic adopted from: A. Krizhevsky]
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Detection Performance 1 Year Ago: 62.9%

A year ago, even bigger networks:

Results on the main recognition benchmark, the PASCAL VOC challenge

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object

Detection and Semantic Segmentation, CVPR’14
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Detection Performance Today: 70.8%

Today, networks:

Results on the main recognition benchmark, the PASCAL VOC challenge.

Figure: Leading method Fast R-CNN is by Girshick et al.
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Neural Networks – Detections

[Source: Girshick et al.]
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Neural Networks – Detections

[Source: Girshick et al.]
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Neural Networks – Detections

[Source: Girshick et al.]
Sanja Fidler CSC420: Intro to Image Understanding 46 / 83



Neural Networks – Can Do Anything

Classification / annotation

Detection

Segmentation

Stereo

Optical flow

How would you use them for these tasks?
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Neural Networks – Years In The Making

NNs have been around for 50 years. Inspired by processing in the brain.

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980

Figure: http://www.nature.com/nrn/journal/v14/n5/figs/recognition/nrn3476-f1.jpg,
http://neuronresearch.net/vision/pix/cortexblock.gif
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Neuroscience

V1: selective to direction of movement (Hubel & Wiesel)

Figure: Pic from:
http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/LGN-V1-slides/Slide15.jpg
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Neuroscience

V2: selective to combinations of orientations

Figure: G. M. Boynton and Jay Hegde, Visual Cortex: The Continuing Puzzle of Area V2,
Current Biology, 2004
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Neuroscience

V4: selective to more complex local shape properties (convexity/concavity,
curvature, etc)

Figure: A. Pasupathy , C. E. Connor, Shape Representation in Area V4: Position-Specific
Tuning for Boundary Conformation, Journal of Neurophysiology, 2001
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Neuroscience

IT: Seems to be category selective

Figure: N. Kriegeskorte, M. Mur, D. A. Ruff, R. Kiani, J. Bodurka, H. Esteky, K. Tanaka, P.
A. Bandettini, Matching Categorical Object Representations in Inferior Temporal Cortex of Man
and Monkey, Neuron, 2008
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Neuroscience

Grandmother / Jennifer Aniston cell?

Figure: R. Q. Quiroga, L. Reddy, G. Kreiman, C. Koch, I. Fried, Invariant visual representation
by single-neurons in the human brain. Nature, 2005
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Neuroscience

Grandmother / Jennifer Aniston cell?

Figure: R. Q. Quiroga, I. Fried, C. Koch, Brain Cells for Grandmother. ScientificAmerican.com, 2013
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Neuroscience

Take the whole brain processing business with a grain of salt. Even
neuroscientists don’t fully agree. Think about computational models.

Figure: Pic from: http://thebrainbank.scienceblog.com/files/2012/11/Image-6.jpg
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Neural Networks – Why Do They Work?

NNs have been around for 50 years, and they haven’t changed much.

So why do they work now?

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980
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Neural Networks – Why Do They Work?

Some cool tricks in design and training:

A. Krizhevsky, I. Sutskever, G. E. Hinton, ImageNet Classification with Deep
Convolutional Neural Networks, NIPS 2012

Mainly: computational resources and tones of data

NNs can train millions of parameters from tens of millions of examples

Figure: The Imagenet dataset: Deng et al. 14 million images, 1000 classes
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Neural Networks – Imagenet Challenge 2014

Classification / localization error on ImageNet
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Neural Networks – Vision solved?

Detection accuracy on ImageNet
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Vision in 2015 – Neural Networks
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Code

Main code:

Training, classification:

http://caffe.berkeleyvision.org/

Detection:

https://github.com/rbgirshick/rcnn

Unless you have strong CPUs and GPUs, don’t try this at home.
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Vision Today and Beyond

The question is, can we solve recognition by just adding more and more
layers and playing with different parameters?

If so, academia is doomed. Only Google, Facebook, etc, have the resources.

This class could finish today, and you should all go sit on a Machine
Learning class instead.

The challenge is to design computationally simpler models to get the same
accuracy.
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Neural Networks – Still Missing Some Generalization?

Output of R-CNN network
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Neural Networks – Still Missing Some Generalization?

[Pic from: S. Dickinson]
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Summary – Stuff Useful to Know

Important tasks for visual recognition: classification (given an image crop,

decide which object class or scene it belongs to), detection (where are all

the objects for some class in the image?), segmentation (label each pixel in

the image with a semantic label), pose estimation (which 3D view or pose

the object is in with respect to camera?), action recognition (what is

happening in the image/video)

Bottom-up grouping is important to find only a few rectangles in the image

which contain objects of interest. This is much more efficient than exploring

all possible rectangles.

Neural Networks are currently the best feature extractor in computer vision.

Mainly because they have multiple layers of nonlinear classifiers, and

because they can train from millions of examples efficiently.

Going forward design computationally less intense solutions with higher

generalization power that will beat 100 layers that Google can afford to do.
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People Doing Neural Networks

We only mentioned a few, but more researchers are working on NNs:

Geoff Hinton et al

Yann Lecun et al

Joshua Bengio et al

Andrew Ng et al

Ruslan Salakhutdinov et al

Rob Fergus et al

and others
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Other Hierarchies

Neural Networks are not the only hierarchies in computer vision

There used to be quite a few approaches: HMAX (similar to NNs; by Poggio
et al.), grammars (like in language there is a “grammar” that can generate
any object; Zhu & Mumford), compositional hierarchies (objects are
composed out of deformable parts, the parts are composed out of
deformable subparts, etc; Geman, Amit, Todorovic & Ahuja, Yuille, and
yours truly Sanja)
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