Recognition:

Overview
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This book has a lot of material:

K. Grauman and B. Leibe
Visual Object Recognition
Synthesis Lectures On Computer Vision, 2011
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How It All Began...
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[Slide credit: A. Torralba]
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?

@ What happens if we solve it?

Figure: Singularity?

http://www.futurebuff.com/wp-content/uploads/2014/06/singularity-c3po.jpg
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@ What are the recognition tasks that we need to solve in order to finish
Papert's summer vision project?

@ How did thousands of computer vision researchers kill time in order to not
finish the project in 50 summers?

@ What's still missing?

@ What happens if we solve it?

Figure: Nah... Let's start by having a more intelligent Roomba.

http://realitypod.com/wp-content/uploads/2013/08/Wall-E. jpg
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The Recognition Tasks

@ Let's take some typical tourist picture. What all do we want to recognize?

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ lIdentification: we know this one (like our DVD recognition pipeline)

( Which famous landmark is this?

1“,

?E

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Scene classification: what type of scene is the picture showing?

» outdoor/indoor

- city/forest/factory/etc.

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Classification: Is the object in the window a person, a car, etc

! Is this person, car, lamp, bottle, ..., nothing?

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Image Annotation: Which types of objects are present in the scene?

* street
* people
* building

== * mountain

L * tourism
* cloudy
* brick

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Detection: Where are all objects of a particular class?

® « find pedestrians

[Adopted from S. Lazebnik]
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The Recognition Tasks

@ Segmentation: Which pixels belong to each class of objects?
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The Recognition Tasks

@ Pose estimation: What is the pose of each object?

Find Object Pose
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The Recognition Tasks

@ Attribute recognition: Estimate attributes of the objects (color, size, etc)

Object Attributes

Red jacket
Black pants
“ Weird posture

oy
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The Recognition Tasks

@ Commercialization: Suggest how to fix the attributes ;)

What should he wear
to get a girlfriend? -
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The Recognition Tasks

@ Action recognition: What is happening in the image?
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The Recognition Tasks

@ Surveillance: Why is something happening?

b - “ » =
{ Why are these two kneeling?

Eu
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Try Before Listening to the Next 8 Classes

@ Before we proceed, let's first give a shot to the techniques we already know
@ Let's try detection
@ These techniques are:

o Template matching (remember Waldo in Lecture 3-57)
o Large-scale retrieval: store millions of pictures, recognize new one by
finding the most similar one in database. This is a Google approach.
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

Find the chair in this image  Output of normalized correlation

chair template

[Slide from: A. Torralba]
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

My biggest concern while making this slide was:
how do | justify 50 years of research, and this course, if this experiment did work?

[Slide from: A. Torralba]
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Template Matching

@ Template matching: normalized cross-correlation with a template (filter)

template
Pretty much garbage
Simple template matching is
Find the chair in this image not going to make it

A “popular method is that of template matching, by point to point correlation of a
model pattern with the image pattern. These techniques are inadequate for three-
dimensional scene analysis for many reasons, such as occlusion, changes in viewing

angle, and articulation of parts.” Nevatia & Binford, 1977. )
[Slide from: A. Torralba]
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search and check if something reasonable
comes out

query

Google

images

Search by image

Search Google weh an mage imstead of text

Paste image URL 2 | Upload an image

Search
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Pretty reasonable, both are Golden Gate Bridge

query

Sanja Fidler CSC420: Intro to Image Understanding



Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ Let's try a typical bathtub object

query

Google

images

Search by image v

Search Google weh an mage instead of text

Paste image URL 2 | Upload an image
Search
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Recognition via Retrieval by Similarity

@ Upload a photo to Google image search

@ A bit less reasonable, but still some striking similarity

query
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Can you recognize this object?

query

Google

images

O (
mage instead of text
Pasto image URL Upioad an image \ o |

Search

Search by image
Search Gosgle weh an
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Recognition via Retrieval by Similarity

@ Make a beautiful drawing and upload to Google image search

@ Not a very reasonable result

query

O OH

HO

OH

other retrieved results:

T
\
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Why is it a Problem?

@ Difficult scene conditions

v vlewpolnt —

[From: Grauman & Leibe]
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Why is it a Problem?

@ Huge within-class variations. Recognition is mainly about modeling variation.

[Pic from: S. Lazebnik]
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Why is it a Problem?

@ Tones of classes
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks
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Overview

@ What if | tell you that you can do all these tasks with fantastic accuracy
(enough to get a D+ in Papert's class) with a single concept?

@ This concept is called Neural Networks

@ And it is quite simple.
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Convolutional Neural Networks (CNN)

@ Remember our Lecture 2 about filtering?

Input “image” Filter
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Convolutional Neural Networks (CNN)

@ If our filter was [—1, 1], we got a vertical edge detector

Input “image” Filter

Output map o ®
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Convolutional Neural Networks (CNN)

@ Now imagine we didn't only want a vertical edge detector, but also a
horizontal one, and one for corners, one for dots, etc. We would need to
take many filters. A filterbank.

Input “image”

3 channels
(R,G,B)

Output map

Sanja Fidler

Filter bank

Output has many
“channels”, one for
each filter
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Convolutional Neural Networks (CNN)

@ So applying a filterbank to an image yields a cube-like output, a 3D matrix
in which each slice is an output of convolution with one filter.

image (3 channels: R, G, B)

Each slice in this cube is the output of
convolution of the image and a filter
(in this example an 11x11 filter)

In this example there are 96 filters

Stride
of4

In this example our network will
always expect a 224x224x3 image.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ So applying a filterbank to an image yields a cube-like output, a 3D matrix
in which each slice is an output of convolution with one filter.

image (3 channels: R, G, B)

Each slice in this cube is the output of
convolution of the image and a filter.

In this example the filter size is
11x11x3.

5%,
Stride %." I

\of 4 (

i We don’t do convolution in every pixel, but in
every 4" pixel (in x and y direction)

[Pic adopted from: A. Krizhevsky]

Sanja Fidler CSC420: Intro to Image Understanding



Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this?

=

# ................. i( (l 'l) k&{,"_nl_l,'\_,'+1} ( (l‘ )

s, : le{j—1.4J+1}
k! Max S :
..- ‘. : : i i
Stride\| g gAPO0NING, : ¢ Take each slice in the output cube,

24\ ll o1 4

PN SOOI N i andin each pixel compute a max over
a small patch around it. This is called
max pooling.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Do some additional tricks. A popular one is called max pooling. Any idea
why you would do this? To get invariance to small shifts in position.

=
:/,,

55,

\’T'\ ................ 0

2 — L O00g)=  max. Ok

le{j—1.i+1}

]
5 Take each slice in the output cube,

Stride\\| 4"

24\l o1 4

PN SOOI N i andin each pixel compute a max over
a small patch around it. This is called
max pooling.

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Now add another “layer” of filters. For each filter again do convolution, but
this time with the output cube of the previous layer.

Add one more layer of filters
These filters are convolved with the
l output of the previous layer. The

results of each convolution is again a
slice in the cube on the right.

5 : What is the dimension of each of
‘ A these filters?
r L +

1 _kg\ 5 P =

24 |~ o

55
256
Max
Stride\| o5 | POOlingG
28\l ora

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Keep adding a few layers. Any idea what's the purpose of more layers? Why
can’t we just have a full bunch of filters in one layer?

Max
pooling

Do it recursively
Have multiple “layers”

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ In the end add one or two fully (or densely) connected layers. In this layer,
we don't do convolution we just do a dot-product between the “filter” and
the output of the previous layer.

In the top, most networks add a “'densely”” connected layer. You

can think of this as a filter, and the output value is a dot product
between the filter and the output cube of the previous layer.

What are the dimensions of this filter in this example? How many
such filters are on this layer?
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Convolutional Neural Networks (CNN)

@ Add one final layer: a classification layer. Each dimension of this vector
tells us the probability of the input image being of a certain class.

b B b Bu

[Pic adopted from: A. Krizhevsky]

For an input image,

\ A
7
13 13 13
- —-p= 3‘ _._“- i 3 et B
g - k I- 19 ,‘& 13 he= 13 ense enss
e 184 256 1
2% Max 4
Max Max poaling 4096
poaling pooling
Add a classification “'layer”.

the value in a particular

dimension of this vector tells you the
probability of the corresponding object class.
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Convolutional Neural Networks (CNN)

@ This fully specifies a network. The one below has been a popular choice in
the fast few years. It was proposed by UofT guys: A. Krizhevsky, I.
Sutskever, G. E. Hinton, ImageNet Classification with Deep Convolutional
Neural Networks, NIPS 2012. This network won the Imagenet Challenge of
2012, and revolutionized computer vision.

@ How many parameters (weights) does this network have?
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Convolutional Neural Networks (CNN)

f‘i

../« Trained with stochastic gradient descent on
il two NVIDIA GPUs for about a week

r * 650,000 neurons

‘,».r-'f--: « 60,000,000 parameters

* + 630,000,000 connections

* Final feature layer: 4096-dimensional

- Convolutional layer: convolves its input
k3 \__/ with a bank of 3D filters, then applies
point-wise non-linearity

Image . Fully-connected layer: applies linear
filters to its input, then applies point-
wise non-linearity

Figure: From: nttp://wuw.image-net.org/challenges/LSVRC/2012/supervision.pdf
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Convolutional Neural Networks (CNN)

@ The trick is to not hand-fix the weights, but to train them. Train them such
that when the network sees a picture of a dog, the last layer will say “dog”.

= @&;&&

train the welghts of ﬁlters | “dog”

N N i .
- : F=%e -1\ |» }ﬁi 4%
N\ A

256

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a cat, the last layer will say “cat”.

B_B B BB

train the weights of filters “cat”

' '
7
13 13
- i -
3 L ’& p 3 -1
=% - 13 -
L (e :
e 184
256
Max
pooling

[Pic adopted from: A. Krizhevsky]
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Convolutional Neural Networks (CNN)

@ Or when the network sees a picture of a boat, the last layer will say
“boat”... The more pictures the network sees, the better.

@@&ﬁ/f

train the weights of filters i “boat”
= i H i { %
7
13 13
h A\ i e - ity | 7S .
MY Q’,’ Ly "k": 1 lﬁ:,‘ 13 ’ﬁj::’
g o5 e 184
256
Max Max
stride\| o5 | POOlnG pooling

Trainon lOtS of examples. Millions. Tens of millions. Wait a week for training to finish.

Share your network (the weights) with others who are not fortunate enough with GPU power.

[Pic adopted from: A. Krizhevsky]
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Classification

@ Once trained we can do classification. Just feed in an image or a crop of the
image, run through the network, and read out the class with the highest
probability in the last (classification) layer.

What's the class of this object?

13 13 13
~ R =z
3 - b -1
7 ﬁ; AL - 13 -2 o
Fll.l' ‘P.I. CAAA AL R LR LR AL LA LR A AL LA
384 384 256
256 Max
Max pooling
pooling
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Classification Performance

@ Imagenet, main challenge for object classification: http://image-net.org/

@ 1000 classes, 1.2M training images, 150K for test
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Classification Performance Three Years Ago (2012)

@ A. Krizhevsky, |. Sutskever, and G. E. Hinton rock the Imagenet Challenge

Team name [ Fllename Error (5 guesses) { Description
2t ta
Superision St 141:1483008191. Vom oagube el 2o
a 137-145-146.2011-145¢ 3 ost)
release
tost ~131-137-145-135- U [
SuperVision ost-prods-131-13; 35 016422 s.mg only supplied
145000 training data
Weighted sum of scores
from each classifier with
Sl pred_FVs_wLACs_weighted.txt SIFT+FV, LBP+FV,
GIST+FV, and
CSIFT+FV, respectively.
Weighted sum of scores
ISl pred_FVs_weighted ta 0.26602 from classifiers using
each FV.
Naive sum of scores from
S| od_FVs_summed.txt 026548
o . classifiars using each FV.
Naive sum of scores from
each classifier with
IS! pred_FVs_wlLACs_summed.txt 0.26952 SIFT+FV, LBP+FV,

Sanja Fidler
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network (avoid one
week of training), and remove the last classification layer. Then take the top

remaining layer (the 4096 dimensional vector here) and use it as a descriptor
(feature vector).

- == 1N g S ":“5 N\ =14
- y = 1 N - 13 - o]
T -F--u- Wensdnsssnnnnnnnnbdunnn wunls

e 184

256
Max Max

pooling pooling

Vision people are mainly interested in this vector. You can use
it as a descriptor. A much better descriptor than SIFT, etc.

Train your own classifier on top for your choice of classes.
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

Classifier predicting
CNN magic l my set of classes

Sanja Fidler
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Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.

@ This is quite hacky, but works miraculously well.

Classifier predicting
CNN magic I my set of classes

Sanja Fidler

CSC420: Intro to Image Understanding



Neural Networks as Descriptors

@ What vision people like to do is take the already trained network, and
remove the last classification layer. Then take the top remaining layer (the
4096 dimensional vector here) and use it as a descriptor (feature vector).

@ Now train your own classifier on top of these features for arbitrary classes.
@ This is quite hacky, but works miraculously well.

@ Everywhere where we were using SIFT (or anything else), you can use NNs.

Classifier predicting
my set of classes

— |

CNN magic

4096
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And Detection?

@ For classification we feed in the full image to the network. But how can we
perform detection?

Find all objects of interest in this image!
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@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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And Detection?

@ Generate lots of proposal bounding boxes (rectangles in image where we
think any object could be)

@ Each of these boxes is obtained by grouping similar clusters of pixels

@ Crop image out of each box, warp to fixed size (224 x 224) and run through
the network.

@ If the warped image looks weird and doesn't resemble the original object,
don’t worry. Somehow the method still works.

@ This approach, called R-CNN, was proposed in 2014 by Girshick et al.

tvmonitor? no.

Figure: R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate
Object Detection and Semantic Segmentation, CVPR'14
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

1 aeroplane? no.

s :

= person? yes.

A .:
tvmonitor? no.

Combine superpixels
iteratively. At each step
combine the two most
similar neighboring
regions.

superpixels

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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@ One way of getting the proposal boxes is by hierarchical merging of regions.
This particular approach, called Selective Search, was proposed in 2011 by
Uijlings et al. We will talk more about this later in class.

1 aeroplane? no.
s :
= person? yes.
.................... 4 .:
tvmonitor? no.

At each iteration place
a bounding box around
the combined region
and add it to the
proposal set of boxes.

superpixels

Figure: Bottom: J. R. R. Uijlings, K. E. A. van de Sande, T. Gevers, A. W. M. Smeulders,
Selective Search for Object Recognition, IJCV 2013
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Detection Performance

oure: PA A a 0 obje asse 0 age
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http://pascallin.ecs.soton.ac.uk/challenges/VOC/

Detection Performance Two Years Ago: 40.4%

Two years ago, no networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.
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Figure: Leading method segDPM is by Sanja et al. Those were the good times...

S. Fidler, R. Mottaghi, A. Yuille, R. Urtasun, Bottom-up Segmentation for Top-down Detection, CVPR'13
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Detection Performance 1.5 Years Ago: 53

1.5 years ago, networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.

meas o Bicycle bird boat Bottle bus car il Chalr tow disieng op horse moter persos potied sheep sofa train  tv/  sebmission
tane ratde sam

bire Ll date

R SR R Y PGy N RN @ v
RCNN (bon reg S57 TLE 65 530 BAE 39 457 €00 489 279 106  4L4 200 20 @88 A1 293 R4 M) L2 S24 20LAN1E
RO wr W 1l -y no 05 WA W72 458 08 A “©r ws s “s ns wnr SES M1 W3 Wiepm0

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object
Detection and Semantic Segmentation, CVPR'14
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So Neural Networks are Great

@ So networks turn out to be great.

@ At this point Google, Facebook, Microsoft, Baidu “steal” most neural
network professors from academia.
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So Neural Networks are Great

@ But to train the networks you need quite a bit of computational power. So
what do you do?
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So Neural Networks are Great

@ Buy even more.

Sanja Fidler CSC420: Intro to Image Understanding



So Neural Networks are Great

@ And train more layers. 16 instead of 7 before. 144 million parameters.

add more layers

> 3 ense ens

YU

256
Max
pooling

4 4096

[Pic adopted from: A. Krizhevsky]

Figure: K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-Scale Image
Recognition. arXiv 2014
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Detection Performance 1 Year Ago: 62.9%

A year ago, even bigger networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge

meass sero Bicycle Bied Boat botthe Ben car cat chalr cow dining dog hore moter persen pomied Weep sofs traln ~ wberivon
place tabe b plast —eton Cate
v » “r “r
[ e— A28 PRI TRA NL1 44D 444 045 G63 B4R MAA 623 AA4 KRI TS0 TRT 657 B 66D SR A1 SAR 20-Om00
RO $RA PSS TO4 SED 402 104 618 K12 K10 T 645 402 MOS  PLE  JAD 686 JRT AT 529 ees $22 200814
Featurs £ B4 TAE 082 AT AIA 0 BAT 23 RS B0 R0 AR7 BRR MO TIE 880 BIT A0 44l MIA ME DaRepdeid
P —— SIT 7LE GLE 330 168 339 357 €00 99 279 66 414 70O 420 90 A1 253 34 B w2 524 1)-Mr 2004
*-Coen I S92 A71 SAL AT 120 303 364 372 653 270 473 409 664 STA 653 516 T 53 AL 24 2 Mjmaeid

Figure: Leading method R-CNN is by Girshick et al.

R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich Feature Hierarchies for Accurate Object
Detection and Semantic Segmentation, CVPR'14
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Detection Performance Today: 70.8%

Today, networks:

@ Results on the main recognition benchmark, the PASCAL VOC challenge.

mean aeve becpce brd Bedt Botre Bt G G (halr dom diaing Gag Marse meler perven Belied sheep S0l Tral b Sabods sam
oare ety ke wane meeiter  dute
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- “ws n ”a oA ' o, e TR E Y I T " " '
N — . C 8 7L GAA MI Q3 TIZ WD MT ME KA W) Y Fs @ N2 WA D
9 K18 PR PAN GRS 4Re EA 673 625 M08 A1) PSR 4R FRS PAP PAE R4S D SRR P Md
ROV Ovben rog €8 TR) Pre @0E 440 ace 4N 660 B0 JAA KTH ARe R0 MEE TR RTINS MAT A 3 VA 21.00-3000
. WA JES M4 MO 402 M6 LS G1F MO JeD e aF L e P T 3 2r-00-304e
wre Lt SE4 TR WRZ WP ALy ML a7 2D @RS ML) SRD AT 6RN SR FIA MY 12T S0 ML WA 166 Outap-20ie
' y e " ne ML e o ' o« .
.o > " A M 00 Ma $I04 44 TOO W28 N0 AL 2N W WA 4 A
- ) wr B . ' 5 . 6 .
")
SRRRELEY FORELETS NI OSEE RN B A M ks 2 ns IS 4R2 eal 3 W1 20 Do s o
VM- MO DAX i r ne e “r o ol ni s ua

Figure: Leading method Fast R-CNN is by Girshick et al.
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Neural Networks — Detections

o
Bicycle loc): v 41 1-re0.84

L e
bicycle (00) oved 30 1+ A By {loch ova0 42 1-ra0.48

[Source: Girshick et al.]
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Neural Networks — Detections

[Source: Girshick et al.]
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Neural Networks — Detections

[Source: Girshick et al.]
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Neural Networks — Can Do Anything

Classification / annotation

@ Detection
@ Segmentation

@ Stereo

Optical flow

How would you use them for these tasks?
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Neural Networks — Years In The Making

@ NNs have been around for 50 years. Inspired by processing in the brain.

"o viSual Crec - OssOCKtion area

o — — _o Powereorder __ WNgher-order _ ., grondmother
mr?__LGB Simple —= Complex K ? il ?

i 1 s K —b modfabie syrogses

Uy —2Uy U, —"US‘_’UU—“"US)—”U —3 Umodfaie SyCEes

Fig. 1, Correspomdence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitre

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980

Natsrs Revlows | Nesronciance

Flgure http://www. nature. com/nrn/Journal/v14/n5/f1gs/recogn1t10n/nrn3476 £1.jpg,
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Neuroscience

@ V1: selective to direction of movement (Hubel & Wiesel)

V1 physiology: orientation selectivity

Neural response (spikes/sec)

T T T
-40 20 0 20 40

Stimulus orientation (deg)

Hubel & Wiesel, 1968

Figure: Ppic from:
http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/LGN-V1-slides/Slidel5. jpg
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Neuroscience

@ V2: selective to combinations of orientations

Figure 1. The selectivity of a V2 neuron
can be explained by two V1 inputs.

ppp—— PR S —— g :
N # bV~ pred < &I—\av-//;;(< W"nmwmﬂw,;f::mmmﬂ.xm‘;:
LEINYVYNLL (Y s VVJJ// [ study the selectivity of V2 neurons. The
WIL L NV~ )| LY LLEFN\NYNJD \ orlentation of one line segment varies
MV ENA A ) )\ “VVANAS IO NN along the rows and the orientation of the
ey S AN > 3y NN SECURVER TN >33\ other line segment varies along the
120p=—=/ 4 A 2N\ 7 7~ s A 7N columns, (B) The pattern of responses for
L—r 23> > \y 4~ -~ /DD 5% a4~ an example neuron. Circles surround the
rrl)Yyrae 4 AN rr/ 74 \4 AN stimulus  that _ovckod the maximal
20| YY1 4\ N ref Y44 N\ M 196D000S, 810 RUTAN What oNoked Tnore
v UNNA A A\ cC{UNNARAA N\~ 0. hali Wke. mONIUR She: meced
gray. (C) Our model V2 neuron sums the
~< &L A\NSN—~A~Anrpy << & N~~~y oo e . o
¢ 0 90 120 270 o V1 neurons that sum the inputs from LGN
cells with center-surround receptive fields
e e e [11). (O) Predicted response from our
‘°° N FbV~v—r ¢ 4 model neuron to the stimuius set. Like the
‘O LENYVNY LI Y[ (Y example V2 neuron, the model neuron
i - LErNY~Nd) LY responds to angle stimull containing ori-
~vVvy 44 YA\ ented line segments that match the pre-
V2 Vi LGN A~ N A ~> 53NN ferred orientation of either of the two V1
et d A2 \p 7 9~ input neurons,
. L~ A D35> N\g 44 A
VVO rr/ @7 e N\u AN
v°° FellYYaa 0N\
e NN~ A AN\ Y
«< Ll SN~ Ay
Curront Biokogy

Figure: G. M. Boynton and Jay Hegde, Visual Cortex: The Continuing Puzzle of Area V2,
Current Biology, 2004
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Neuroscience

@ V4: selective to more complex local shape properties (convexity/concavity,
curvature, etc)

A rojec rojec opecHl
2 © 800 [0-CT Q00 (00
‘e 60 950 | 0000000
iic e CO0UI0 0 3.0 O
e 8c G 0 00 000
Q =0 Q.0 QU000
80 Qo0 § 0 of
20000000 {0 0c0 § 00000 =
§g o eo ) o} QC0o i
00 i 00 0000 fwg
_E e § 00 0000 ;
o) S i
8 o (4 O
H (2 J8le}
fiooce 0.0
i 00 0700
§00 0000
300 0000
8 CQUOO
jocoo [~]
}0 [~} (-]
000
(A] 0 (>
} QL0

Figure: A. Pasupathy , C. E. Connor, Shape Representation in Area V4: Position-Specific
Tuning for Boundary Conformation, Journal of Neurophysiology, 2001
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Neuroscience

@ IT: Seems to be category selective

animate | inarnemate

Figure: N. Kriegeskorte, M. Mur, D. A. Ruff, R. Kiani, J. Bodurka, H. Esteky, K. Tanaka, P.
A. Bandettini, Matching Categorical Object Representations in Inferior Temporal Cortex of Man
and Monkey, Neuron, 2008
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

&

32 29 5 < 3 30 28 /'_ 6 67
W B aE B ™ s K
&‘ /) ! La :

-L. L. L; L... L.- L bl i 7 USEEN FY: G

Figure: R. Q. Quiroga, L. Reddy, G. Kreiman, C. Koch, I. Fried, Invariant visual representation
by single-neurons in the human brain. Nature, 2005
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Neuroscience

@ Grandmother / Jennifer Aniston cell?

GRANDMOTHER CELLS REVISITED

ARE NERVE CELLS such as the Jennifer Aniston neuron the long-
debated grandmother cells? To answer that question, we have to
be more precise about what we mean by grandmother cells. One
extreme way of thinking about the grandmother cell hypothesis
is that only one neuron responds to one concept. But if we could
find one single neuron that fired to Jennifer Aniston, it strongly
suggests that there must be more—the chance of finding the one
and only one among billions is minuscule. Moreover, if only a
single neuron would be responsible for a person’s entire concept
of Jennifer Aniston, and it were damaged or destroyed by dis-
ease or accident, all trace of Jennifer Aniston would disappear
from memory, an extremely un-
likely prospect.

A less extreme definition of A Smgle neuron
grandmother cells postulates

that many more than a solitary that responded to

neuron respond to any one con- LU ke Skywa | ker
cept. This hypothesis is plausi-

ble but very difficult, if not im- and his written
possible, to prove. We cannot
try every possible concept to  and spoken name
prove that the neuron fires only

to Jennifer Aniston. In fact, the also fired to the
opposite is often the case: we . i
often find neurons that respond Image Of YOda.

to more than one concept. Thus,

if a neuron fires only to one person during an experiment, we
cannot rule out that it could have also fired to some other stim-
uli that we did not happen to show.

FIgU re: R. Q. Quiroga, I. Fried, C. Koch, Brain Cells for Grandmother. ScientificAmerican.com, 2013
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Neuroscience

@ Take the whole brain processing business with a grain of salt. Even
neuroscientists don't fully agree. Think about computational models.

Ah-ha... #10(',
the grandmother
cell af last!

jolyon.co.uk
Figure: Pic from: http://thebrainbank.scienceblog.com/files/2012/11/Image-6. jpg
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Neural Networks — Why Do They Work?

@ NNs have been around for 50 years, and they haven't changed much.

"o viSugl orec - 0ssoction area

i o — o fowereorder __ Ngher-order _ ., grondmother
M’?__.LGE STple —= COmplex - ?- ol ?
e s ' —% modfiable syrogses
—3 umodfcobie Syncpses

Y —’Us,-—N.L _°Us~_’ucz'_°u'>1—’u : I

Fig, 1. Correspomdence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron

g b

Fig. 2. Schematic diagram Lustrating the
intercomnections between lyers in the
neccognitron
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Neural Networks — Wh

@ NNs have been around for 50 years, and they haven't changed much.

@ So why do they work now?

W visual orec - 0ssoction area
o o — o fowereorder __ Ngher-order _ ., grondmother
e U0 e e o hypecompie T )
- ——y e s ' —% modfiable syrogses
Uy —’USY'—N.L.——°U5~_’U¢;-—°U-,,——"U; - —5 umodfatie syncpses

Fig, 1. Correspomdence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron
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Fig. 2. Schematic diagram Lustrating the

/ intercomnections between hayers in the

neocognitron

Figure: Fukushima, Neocognitron. Biol. Cybernetics, 1980
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Neural Networks — Why Do They Work?

@ Some cool tricks in design and training:

A. Krizhevsky, |. Sutskever, G. E. Hinton, ImageNet Classification with Deep
Convolutional Neural Networks, NIPS 2012

@ Mainly: computational resources and tones of data

@ NNs can train millions of parameters from tens of millions of examples

i v«b"’_b:"‘al'¢ 4 19"

(ﬂ¢

Figure: The Imagenet dataset. Deng et aI. 14 million images, 1000 classes
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Neural Networks — Imagenet Challenge 2014

@ Classification / localization error on ImageNet

[ I S " Classification [Localization
1Team name |Entry description error losror
[GoogLeNet _|[No localization. Top5 val score is 6.66% error. 0.06656 606257
[ a combination of multiple ConviNets, including a net trained on
VGG images of different size (fusion weights learnt on the validation set); 0.07325 0.256167
idetected boxes were not updated
a combination of multiple ConviNets, including a net trained on
VGG images of different size (fusion done by averaging); detected boxes 0.07337 10.255431
| 'were not updated |
VGG {a combination of multiple ConvNets (by averaging) 0.07405 10.253231
‘ a combination of multiple ConvNets (fusion weights leamt on the
1!65 \validation set) 0.07407 0.253501
LM;': SHA Visual iuiiple SPP-nets further tuned on validation set (8) 0.0806 0.354924
CO mputing Multiple SPP-nets further tuned on validation set (A) .0.08062 1(:0‘354769
[Andrew Combination of Convolutional Nets with Validation set adaptation +
Howard KNN 0.08111 }0.610365
IMSRA Visual : ; 1
Computing Multiple SPP-nets (B) 9.082 *0.355568
AH?)?J::! Combination of Convolutional Nets with Validation set adaptation 0.08226 F)m 1019
MSBAVIsUal |y ipie SPP-nets (A) 008307  0.3562

og
Sanja Fidler CSC420: Intro to Image Understanding




Neural Networks — Vision solved?

@ Detection accuracy on ImageNet

Number
Team é Description of outside data  |mean  |of object
name Entry description used AP categories
won
{Gwew Enzt:ble of detection models. Validation is mrammﬂgozn ILSVRC12 0.430329 142
CUHK  |Combine multiple models described in the IS |
DeepiD- |abstract without contextual modeling. The | ImageNet classification and |5 4ogggg|...
Net training data includes the validation dataset 2. |
CD'UH’:Q_ Combine multiple models described in the ImageNet classification and 0.406659 |29
Net abstract without contextual modeling localization data 2
’De = {Three CNNs from
‘Insl ‘:“ Combination of three detection models classification task are used for 0.404517 |27
g iinitialization.

}_CU&K Combine multiple models described in the ImageNet classification and

| abstract without contextual modeling. The b 0.40352 |-

{NefZ training data includes the validation dataset 2. | rronizaation deia

%’f& Combine multiple models described inthe  |imageNet classification and | yoos.

Net2 abstract without contextual modeling localization data '

\Deep . A CNN from classification

Wns:ghr A single detection . task is used for initialization. 0. 001503

]Doep [A CNN from classmcahon 3 I
ah Anofher single detection model. ta used for initiakization. 0.396982

i
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Vision in 2015 — Neural Networks

DI)RFANW)RKS

1IOW TO TRAIN YO

|
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Main code: R
@ Training, classification:
http://caffe.berkeleyvision.org/
@ Detection:
L https://github.com/rbgirshick/rcnn )

@ Unless you have strong CPUs and GPUs, don't try this at home.
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Vision Today and Beyond

@ The question is, can we solve recognition by just adding more and more
layers and playing with different parameters?
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Vision Today and Beyond

@ The question is, can we solve recognition by just adding more and more
layers and playing with different parameters?

@ If so, academia is doomed. Only Google, Facebook, etc, have the resources.
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Vision Today and Beyond

@ The question is, can we solve recognition by just adding more and more
layers and playing with different parameters?

@ If so, academia is doomed. Only Google, Facebook, etc, have the resources.

@ This class could finish today, and you should all go sit on a Machine
Learning class instead.
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Vision Today and Beyond

The question is, can we solve recognition by just adding more and more
layers and playing with different parameters?

If so, academia is doomed. Only Google, Facebook, etc, have the resources.

This class could finish today, and you should all go sit on a Machine
Learning class instead.

The challenge is to design computationally simpler models to get the same
accuracy.
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Neural Networks — Still Missing Some Generalization?

S—
b N

cow conf =-2012 bicycie conf =-1318

S <38 o9

Output of R-CNN network
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Neural Networks — Still Missing Some Generalization?

[Pic from: S. Dickinson]

person conf = -1.131 chalr cont = -0.551
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Summary — Stuff Useful to Know

@ Important tasks for visual recognition: classification (given an image crop,
decide which object class or scene it belongs to), detection (where are all
the objects for some class in the image?), segmentation (label each pixel in
the image with a semantic label), pose estimation (which 3D view or pose
the object is in with respect to camera?), action recognition (what is

happening in the image/video)

@ Bottom-up grouping is important to find only a few rectangles in the image
which contain objects of interest. This is much more efficient than exploring
all possible rectangles.

@ Neural Networks are currently the best feature extractor in computer vision.

@ Mainly because they have multiple layers of nonlinear classifiers, and
because they can train from millions of examples efficiently.

@ Going forward design computationally less intense solutions with higher
generalization power that will beat 100 layers that Google can afford to do.
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People Doing Neural Networks

We only mentioned a few, but more researchers are working on NNs:
@ Geoff Hinton et al
@ Yann Lecun et al

@ Joshua Bengio et al

Andrew Ng et al

Ruslan Salakhutdinov et al

Rob Fergus et al

@ and others
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Other Hierarchies

@ Neural Networks are not the only hierarchies in computer vision

@ There used to be quite a few approaches: HMAX (similar to NNs; by Poggio
et al.), grammars (like in language there is a “grammar” that can generate
any object; Zhu & Mumford), compositional hierarchies (objects are
composed out of deformable parts, the parts are composed out of
deformable subparts, etc; Geman, Amit, Todorovic & Ahuja, Yuille, and
yours truly Sanja)

1 featan ah . Zhu and Mumford, 2006 Ahuja & Todorovic
feure " G wwe CONVOlUtional nets !
I _
. 8
Ty el W
Jiae Y
Prees B B -,
D el ~g g OB Y .2
Convolutions ’\ \ Convolutions H O To®© 0 I -~ e S
Subsampling - N Subsampling ll‘_L| RS DS v~ T A
4 [clsnn [ -

LeCun et al.

Yin and Geman, 2006

/’5 :
T "
= | g HMAX

| Serre, Wolf, Bileschi,
Riesenhuber, Poggio, 2007 g v
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