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TEXT VISUALIZATION
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The dog.



The excited dog .



The man.



The man walks.



The man walks the 
excited dog.



As the man walks the excited dog, he 
daydreams of the coming spring, and is 
filled with dread, as he is every year when 
the days drag on longer, the happy sun 
grinning sardonically at him as he enters 
his windowless workplace prison for the 
most hectic and stressful time of year.

Example based on lecture 
notes of Marti Hearst, 
2006



Why Visualize Language?

• To assist information retrieval
• To enable linguistic analysis
• To augment analytics on mixed data

Themescape Visual Thesaurus Thread Arcs



Visualizing Language is Difficult

• Many of the common challenges still exist
• Can you name some?



Visualizing Language is Difficult

• Many of the common challenges still exist:
– Screen real estate / occlusion
– Choosing appropriate visual variable mappings
– Colour and perception issues
– Maintaining “graphical integrity”
– Interaction and usability

• Specific challenges for language?



Difficult Data

• Too much data – what to use?
– Millions of blog posts,
– Hundreds of thousands of news stories,
– 183 billion emails,
– ... per day

• Data is noisy:
– Newswire stories are syndicated (but differ slightly)
– 70-72% of email is spam
– Text contains section headings, figure captions, and 

direct quotes



Once you have the data...

• Most meaning comes from our minds and 
common understanding.

• “How much is that doggy in the window?”
– how much: social system of barter and trade (not the 

size of the dog)
– “doggy” implies childlike, plaintive, probably cannot 

do the purchasing on their own
– “in the window” implies behind a store window, not 

really inside a window, requires notion of window 
shopping

(Hearst, 2006)



Language is Ambiguous

• Words and phrases can have many meanings, 
determined by context and world knowledge.

• Interesting language is often figurative:
– “Tables encourage casual interaction.”
vs
– “I encouraged her to take a day off.”



Language is Ambiguous

• I saw Pathfinder on Mars with a telescope.

• Pathfinder photographed Mars.
• The Pathfinder photograph mars our 

perception of a lifeless planet.
• The Pathfinder photograph from Ford has 

arrived.
• The Pathfinder forded the river without 

marring its paint job.
(Hearst, 2006)



Data Processing Decisions

• Many levels of data processing can take place:
– Word counting
– Stemming
– Parsing
– Summarization
– Sentiment analysis
– Topic modelling
– Word-Sense disambiguation

• Each step of extra processing introduces 
uncertainty
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Visual Considerations

Supporters of Martin, who has been jailed without 
trial for more than two years, are calling on Prime 
Minister Stephen Harper to ask Mexican president 
Felipe Calderon to release Martin text is not 
preattentive under a section of the Mexican 
constitution that allows the government to expel 
undesirables from the country. Martin's supporters 
believe she has no chance of a fair trial in Mexico. 
Neither does Waage.
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Visual Considerations



Visual Considerations

• Text readability is dependent on size, 
orientation, font, clutter...

• More likely to need large amounts of text in 
language visualization 



Visualizing language is also easy!

• SO much data available for analysis
• (Mostly) readily computer readable
• Simple techniques can give instant summaries





To be, or not to be: that is the question:
Whether 'tis nobler in the mind to suffer
The slings and arrows of outrageous fortune,
Or to take arms against a sea of troubles,
And by opposing end them? To die: to sleep;
No more; and by a sleep to say we end
The heart-ache and the thousand natural shocks
That flesh is heir to, 'tis a consummation
Devoutly to be wish'd. To die, to sleep;
To sleep: perchance to dream: ay, there's the rub;
For in that sleep of death what dreams may come
When we have shuffled off this mortal coil,
Must give us pause: there's the respect
That makes calamity of so long life;
For who would bear the whips and scorns of time,
The oppressor's wrong, the proud man's contumely,
The pangs of despised love, the law's delay,
The insolence of office and the spurns
That patient merit of the unworthy takes,
When he himself might his quietus make
With a bare bodkin? who would fardels bear,
…



BACKGROUND
Text Visualization
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Mountain Peaks of Prophecy (Larkin, 1918)



Visual Text Analytics

• Visual techniques for words, documents, sets 
of documents to support rapid summarization, 
trend analysis, exploration, search, 
comparative analysis, …

• Application areas include market analysis, 
legal studies, e-discovery, readability, literary 
studies, personal reflection, information 
retrieval and exploration, intelligence analysis



Word Clouds

Parallel Tag Clouds

Theme River Jigsaw

TextFlow

Themescape

Topic Models



Marian Dörk et al. VisGets: Coordinated Visualizations for Web-based Information Exploration and Discovery. IEEE 
Transactions on Visualization and Computer Graphics, 14(6):1205-1212, November-December, 2008.



Linguistic Methods

• Word Counting 
• Word Scoring 
• Stemming 
• Stop Word Removal
• Part of Speech Tagging
• Parsing
• Word Sense Disambiguation
• Named Entity Recognition
• Semantic Categorization
• Sentiment Analysis
• Topic Modeling (some caveats)



NLTK: Natural Language Toolkit

• NLTK.org
• Python



Stemming

• Reduce words to their ‘stems’ by removing 
endings (morphology)
– running -> run
– runs -> run

• A good way to increase signal and reduce 
fracturing of the corpus if there aren’t many 
words.

• Note: Keep the original words somewhere!  Also 
keep the case if you choose to lowercase the 
word; you never know when you’ll need this data



Stop Word Removal

• Common words such as “and”, “the”, “I” are 
removed from view to highlight content words

• Domain specific stop words, e.g. in legal 
domain: 
– Court, attorney, honour, plaintiff, etc.

• Caution!  These words have been shown to be 
useful for stylistic analysis!  When working 
with text corpora, KEEP EVERYTHING.  



• Assign grammatical roles to words
• Conventional tagsets and representation:

– The/AT grand/JJ jury/NN commented/VBD on/IN 
a/AT number/NN of/IN …

• Many words are ambiguous: fly, chair, run, 
store, table, and more!
– Fly/NN
– Fly/VB

Part of Speech Tagging



Fly/NN





Term / Concept Ambiguity

• Most meaning comes from our minds and 
common understanding.

• “How much is that doggy in the window?”
– how much: social system of barter and trade (not the 

size of the dog)
– “doggy” implies childlike, plaintive, probably cannot 

do the purchasing on their own
– “in the window” implies behind a store window, not 

really inside a window, requires notion of window 
shopping

(Hearst, 2006)



Parsing

• Determining language structure
• Can reveal word-word relationships
• Useful for processing negation



https://nltk.googlecode.com/svn/trunk/doc/book/ch08.html



Dependency Parsing

• Labelled directed graph
• Arcs represent relationships from heads to 

dependents

Head of sentence
https://nltk.googlecode.com/svn/trunk/doc/book/ch08.html



Word Sense Disambiguation

• Susan, the meeting chair, chaired the meeting 
well from the big chair in the front of the 
room.
– Leader of a meeting
– Action of leading a meeting
– An object to sit upon



Word Sense Disambiguation

• This is VERY difficult for a computer.
• Contexts are often the same and meanings 

can be quite fine-grained:
– bank the financial institution, bank the building in 

which the financial institution is housed

• Annual contest: SENSEVAL
• My method: assume the most common sense



Named Entity Recognition

• What are the people, places in the text?
• Use NLTK – it’s very good at this.

http://vialab.science.uoit.ca/docuburst



Semantic Categorization

• Placing a word into an ontology or sense 
thesaurus based on meaning.

• Common resources include:
– WordNet
– Roget’s Thesaurus 



WordNet

• A large lexical database, or “digital dictionary”
• Covers most English nouns, verbs, adjectives, 

adverbs
• Organizes synsets by meaning
• Words are related to one another through 

many different relationship types:
• X is a kind of Y, X has part Y, an X Ys, X is Y/has 

property Y



Hyponymy

• The “IS-A” relation for nouns



SEMANTIC VISUALIZATIONS



DocuBurst

Collins, C.; Carpendale, S.; Penn, G. DocuBurst: Visualizing Document Content using Language Structure. 
Proceedings of Eurographics/IEEE VGTC Symposium on Visualization, June, 2009. 



Mihalcea and Tarau, 2004 Wattenberg et al., 2008



DocuBurst

absolute,noun,10
chair,noun,2
moment,noun,11
game,noun,30
reality,noun,3
take,verb,13
represent,verb,17
...

gamesgame
takentake

game IS activity
chair IS furnitureWordNet
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<Demo>

Try it!  http://vialab.science.uoit.ca/docuburst



Lexichrome

Work in Progress with Chris Kim and Saif Mohammedhttp://lexichrome.com









Descriptive Non-Photorealistic Rendering

M. Chang and C. Collins, “Exploring Entities in Text with Descriptive Non-photorealistic 
Rendering,” in Proc. of the 2013 IEEE Pacific Visualization Symposium (PACIFICVIS ’13), 2013.



Ontology Generation

Bike, Bicycle

Bike  Transmission  Derailleur

Tire = Tyre = Bike tire

First, Second, Third

Keywords

Part-Of Relations

Synonyms

Manual 
Adjustments
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Entity Extraction
“Brakes failed going at 35 mph.”

Document: 123
Entity: 6
Location: 0

1 4

2 3 5

6 7

8

CacheStemming

“brak” 6: {brak, brak system…}
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Visual Representation

(0, 1]

0

Low Score High Score
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Main Interface





Exploration with Lens
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Semantic Password Analysis

• What types of words do people use in their 
passwords?

• Do the patterns of word use represent 
security vulnerabilities?

R. Veras, C. Collins, and J. Thorpe, “On Semantic Patterns of Passwords and their Security Impact,” In 
Proceeding of the Network and Distributed System Security Symposium (NDSS’14), 2014.



• Extract words from
32 million passwords

• Categorize them
• Parse the results to

find structure
• Create a password 

guessing system 
based on the model



Appropriate Levels of Detail



Results

• Created best cracker on several measures, 
including percent correct guesses

• Designing strategies to help people make 
passwords more semantically secure – keep 
the meaning but lower the probability 



Results

• Created best cracker on measure of % correct 
guesses

• Place names, male names very popular
• “Cute” animals more common:

– Monkey, dogs, cats, dolphins
• Emotional verbs like “love” are common

– People “love” male names 4x more often than 
female!

• Profanity is very common





LITERARY ANALYSIS
Text Visualization
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Document Lens

(Robertson and Mackinlay, 1993)



TextArc

• http://www.textarc.org/Hamlet2.html



Literary Analysis: Semantics

http://noraproject.org/nora_ol_video/

Nora Viz (Plaisant et al., 2007)



Literary Analysis: PoemViewer

(Byron, 2007)Poetry Viz

• Phonetics, repetition

http://ovii.oerc.ox.ac.uk/PoemVis/



Literary Analysis: Poemage

(Byron, 2007)Poetry Viz

• Phonetics, repetition

http://www.sci.utah.edu/~nmccurdy/Poemage/



Literary Analysis: Patterns

(Don et al., 2007)Feature Lens http://www.cs.umd.edu/hcil/textvis/featurelens/



Literary Analysis: Patterns

NY Times
(no longer working)

(Werschkul, 2007)
State of the Union



Twitter Contrast Diagrams

(Clark, 2008)Contrast Diagrams





VisArgue Project

79
Mennatallah El-Assady, http://presidential-debates.dbvis.de/



Many Eyes

• IBM system for uploading your data and 
visualizing it

• You can share your visualizations (recall: 
empowerment aspect of Critical Visualization)

• http://www-969.ibm.com/software/analytics/manyeyes/
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Literary Analysis: Repetition

(Wattenberg et al., 2007)Many Eyes Word Tree



Literary Analysis: Repetition

(van Ham et al., 2007)Phrase Net



Literature Fingerprinting

83

Keim, D. A., & Oelke, D. (2007). Literature Fingerprinting: A New Method for Visual Literary 
Analysis. In 2007 IEEE Symposium on Visual Analytics Science and Technology (pp. 115–122). 



Visual Readability Analysis

84

Oelke, D.; Spretke, D.; Stoffel, A.; Keim, D.A., "Visual Readability Analysis: How to Make Your Writings Easier to 
Read," Visualization and Computer Graphics, IEEE Transactions on , vol.18, no.5, pp.662,674, May 2012 doi: 
10.1109/TVCG.2011.266



Visual Readability Analysis
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Literary Analysis: Readability
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http://www.theguardian.com/world/interactive/2013/feb/12/state-of-the-union-reading-level



Gist Icons

 Word counts 
 Automatic groupings
 Drill-down

(DeCamp et al., 2005)



Gist Icons

(DeCamp et al., 2005)



Computational Journalism

• Overviewproject.org
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Timeline Curator

90Fulda et al., http://www.cs.ubc.ca/group/infovis/software/TimeLineCurator/



Social Patterns from Text

• HistoryFlow – edits on Wikipedia

(Viégas et al., 2004)History Flow



History Flow: Social Patterns from Text

Fernanda B. Viégas, Martin Wattenberg, and Kushal Dave. 2004. 
Studying cooperation and conflict between authors with history 
flow visualizations. In Proc. CHI '04. 



WordsEye.com



SENTIMENT VISUALIZATION



Sentiment Analysis

• Business intelligence:
– Do people like my 

product/restaurant/movie/hotel?
– Why or why not?

• Forensics and medicine:
– State of mind analysis based on social media

• Emotional profiling / psycholinguistics
– Understanding users -> individualization 
– Targeted advertising 



Sentiment Analysis

• Language Processing:
– Stemming
– POS Tagging
– Dependency Parsing
– Named Entity Detection

• Granularity:
– Positive/negative/uncertain
– 8+ emotions
– Word, sentence, paragraph, document, corpus level



Resources and Datasets

• NRC Word-Emotion Lexicon:
– Saif Mohammad, 2013 

http://www.saifmohammad.com/WebPages/ResearchInterests.html

• LIWC:
– James Pennybaker et al., 2007: 

http://www.liwc.net/

• Opinion Mining Dataset:
– Bing Liu, 2004—current

http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html



(Harris, 2006)



Twitter Sentiment Viz

Healey and Ramaswamy, 2013. http://www.csc.ncsu.edu/faculty/healey/tweet_viz/



SentimentState

• Tweets over time, categorized using an 
emotion lexicon

• Examine Tweets in context, filter based on 
time and emotions

Scantlebury and Collins, 2014. http://vialab.science.uoit.ca/sentimentstate



SentimentState

Scantlebury and Collins, 2014. http://vialab.science.uoit.ca/sentimentstate



This movie was actually neither 
that funny, nor super witty.



This movie was actually neither 
that funny, nor super witty.



Stanford Sentiment Parser

• Recursive neural network built on top of 
grammatical structures

• Trained on Stanford Sentiment Treebank 
– Parse trees labelled with sentiment scores
– Crowed-sourced and editable

Socher et al. Recursive Deep Models for Semantic Compositionality Over a Sentiment Treebank. 
Conference on Empirical Methods in Natural Language Processing (EMNLP 2013).





Parsing is Needed!

• Stanford Sentiment Treebank:
– http://nlp.stanford.edu/sentiment/treebank.html



Challenges

• Word-counting techniques are fast, but 
inaccurate
– Sarcasm, quotes, metaphorical language

• Accurate methods are slow/difficult to run 
over big data



Opinion Seer

Yingcai Wu et al. 2010. OpinionSeer: Interactive Visualization of Hotel Customer Feedback. IEEE Transactions on 
Visualization and Computer Graphics 16 (6), November 2010.





INFORMATION RETRIEVAL







Information Retrieval

• Visual query formation
• Exploration of collections
• Single/comparative document content 

visualization



Visual Query Formation

• Rich specification of linguistic constraints 



VQuery

(Jones et al., 1998)



VisGets

(Doerk et al., 2008)



Exploration of Collections

• Provide overview of:
– entire collection
– subset matching a query

• Clustering and categorization



Galaxies

(Wise, 1999)



Tile Bars

(Hearst, 1995)



Lighthouse Cross-Lingual Search

(Leuski et al., 2003)



iNeATS Summarizer



Corpus Comparison

(Collins, Wattenberg, and Viégas, 2009)



INTELLIGENCE ANALYSIS
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Characteristics

• Multiple data streams
• Different data types: geolocation, phone calls, 

travel records, paper records, video 
surveillance, …

• Streaming data at different rates
• High cost of failure
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Hotel Visits

Hotel Visits (Weaver et al., 2007)
Weaver, C.; Fyfe, D.; Robinson, A.; Holdsworth, D.; Peuquet, D.; MacEachren, A.M., "Visual Analysis of Historic 
Hotel Visitation Patterns," IEEE VAST, 2006



Jigsaw

126

John Stasko and colleagues, numerous papers: http://www.cc.gatech.edu/gvu/ii/jigsaw/
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OPEN RESEARCH AREAS
Text Visualization
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129 Data Processing Decisions

Trust

Source Data NLP Visualization ???

Unquantifiable uncertainty



Multilanguage

• Do the same techniques work for non-
Western languages?  



Term / Concept Ambiguity

• Most meaning comes from our minds and 
common understanding.

• “How much is that doggy in the window?”
– how much: social system of barter and trade (not the 

size of the dog)
– “doggy” implies childlike, plaintive, probably cannot 

do the purchasing on their own
– “in the window” implies behind a store window, not 

really inside a window, requires notion of window 
shopping

(Hearst, 2006)



Finding ‘Sweet Spots’ in the Hierarchy

Multi-corpora

Document Collection

Document Clusters

Document

Chapter

Section

Paragraph

Sentence

Multi-word collocates

Word

Letters

+ Meta 
data at 
each level!

Different 
levels for 
each 
genre?

?

Multi-corpora

Document Collection

Document Clusters

Document

Chapter

Section

Paragraph

Sentence

Multi-word collocates

Word

Letters

+ Meta 
data at 
each level!

Different 
levels for 
each 
genre?

?



VariFocalReader

133

S. Koch, M. John, M. Wörner, A. Müller and T. Ertl, "VarifocalReader — In-Depth Visual Analysis of Large Text Documents," in IEEE 
Transactions on Visualization and Computer Graphics, vol. 20, no. 12, pp. 1723-1732, Dec. 31 2014.



Multi-Media Documents

Audio + Text Analysis (e.g. court proceedings)



Appropriate Abstraction



Proper Nouns

• Do not appear in ontologies like WordNet
• Challenging to translate

• Holy Grail: NNPs + sentiment + visualization



Interactivity: Linking to Text



Legibility

• Screen Real Estate



Legibility

• Orientation



Legibility

• Overlay or Background Interference



Domains of Application

• Medicine: electronic medical records
• Business: social media analytics, corporate 

document collection management
• Crime Prevention and Intelligence Analysis: 

find threats in communications and blogs
• Legal: sift through evidence, e.g. millions of 

emails, to investigate fraud
• Literary and History Scholarship
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CONCLUSION



TextVis Survey
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http://textvis.lnu.se/



Summary

• Text visualization is an exciting area of ongoing 
research – check out recent workshop papers 
at textvis.org and vis4dh.org

• Text visualization bridges visualization design, 
interaction design, and natural language 
processing
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