TS Method — Summary

Let T} (x,y,;—1) denote the first k 4 1 terms of the Taylor series expanded

about the discrete approximation, (z;_1,¥y;—-1), and z; ;(z) be the
polynomial approximation (to y(x)) associated with this truncated Taylor

series,
Zeji(x) = yj—1+ A Th(z,y;-1),

A AR
Ti(x,yj—1) = f(ilfj—1,yj—1)+§f (Tj—1,Yj—1) -+ I F= )(wj—1,yj—1)7

where A = (z —x,;_1).
A simple, constant stepsize (fixed h) TS method is then given by:
-Seth =(b—a)/N;
forj=1,2,---N
r; =x;—1+h,

vi =Yyj—1+h Te(x;,y-1);
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Local/Global Errors

fNote that, strictly speaking, zx ;(x) is not a direct approximation to y(z) T
but to the solution of the ‘local’ IVP:

7= f(@,2), z(xj-1) =yj-1.

Since y;_1 will not be equal to y(x,_1) in general, the solution to this local
problem, z;(x), will not then be the same as y(z).

To understand and appreciate the implications of this observation we
distinguish between the ‘local’ and ‘global’ errors.

Definitions:

® The local error associated with step j is z;(z;) — y,.

® The global error at x; is y(z;) — y;,.
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A Classical Approach

fA Classical (pre 1965) numerical method approximates y(x) by dividing
la, b] into equally spaced subintervals, x; = a+ j h (where h = (b —a)/N )
and, proceeding in a step-by-step fashion, generates y; after
Y1, Y2, - y;—1 have been determined.

® If the Taylor series method is used in this way, then the TS theorem
with remainder shows that the local error on step 5 (for the TS method

of order k) Is:

W ()

WL (g, 25 () _
(k+1))! (k+1)!
® If k =1 we have Eulers Method where y; = y;_1 +h f(z;_1,y;_1),
and the associated local error satisfies,

h2
LE; = 3 —y" (n;)-
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Error Bounds for IVP Methods

fDefinition: A method is said to converge iff, T
o {j:g{lgg?gN ly(z;) — yj\} — 0.
® Theorem: (typical of classical convergence results)

Let [z;, yj]j.\fzo be the approximate solution of the IVP,

y = f(x,y), y(a) = yo over |a, b] generated by Euler's method with

constant stepsize h = (b — a)/N. If the exact solution, y(z), € C?[a, b]

and |f,| < L, |y (z)| <Y then the associated GE, e; = y(x;) — ¥;,

r; = a+ j h satisfies (for all 7 > 0),

hY
ol < MY o 1)y oty
hY —a —a
S E(G(b )L — 1) -+ G(b )L|€O‘.
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Observations re Convergence

. eo Will usually be equal to zero.

. This bound is generally pessimistic as it is exponential in (b — a) where
linear error growth is often observed on practical or realistic problems.

. In the general case one can show that when local error is O(h?™1) the
global error is O(hP).
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Proof of Conv Th (outline)
|7Eulers Method satisfies, T

Yj =Yj—1 +hf(zj—1,y5-1)
A Taylor series expansion of y(z) about x = x,_; implies

y(z;) = y(zj—1) + hf(z;—1,y(xj_1)) + h;y (15)-

Subtracting the first equation from the second we obtain,
h2 12
y(zj)—y; = Y1) —yia+hlf(wia,y(ria)) — flri-1,y-1)] + 7y (15)-

If Y = max,ciay |y (x)] and |f,| < L, then, from the definition of e; and
the observation that f(x,y) satisfies a Lipschitz condition with respect to y,

we have ...
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Proof (cont)

-

2
le;] < lej_1| + hL|y(z;_1) —yj_1| + I%y”(m)\,
h2
< lej—1|+hLlej_1| + 7Y7
h2
— ‘6]_1|(1—|—]’LL) + ?Y

This is a linear recurrence relation (or inequality) which after some work
(straightforward) can be shown to imply our desired result,

hY
lej| < E(e(b_a’)L — 1) + eltm L eq].

Note that this is only an upper bound on the global error and it may not be
sharp.
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An Example

fConsider the following equation, T

/

y =vy, y(0)=1, on|0,1].
Now since g—g =1, L =1andsince y(z) = ¢e*, we have Y = e and ¢g = 0.
Applying our error bound with A = 1/N and yx ~ y(1) = e we obtain,

h
IGEN| = lyy — €| < 76(6 —1) < 2.4h.

But for h = .1 we observe that y;o = 2.5937.. with an associated true error
of .1246.. (= e — y1¢ ). This error bound is .24. This is an overestimate by a

factor of 2.
Exercise: Compare the bound to the true error for h = .01, h = .001.
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Limitations of Classical Approach

f.o Analysis is valid only in the limit as » — 0. T

#® Bounds are usually very pessimistic (can overestimate
the error by several orders of magnitude).

# Analysis does not consider the affect of f.p. arithmetic.

|
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Affect of FP Arith
fAssume fUf(zj-1,y5-1)) = f(xj-1,yj-1) + € and T

Y; = Yj—1 @h@)fl(f(ajj—layj—l))a
= yj—1+hf(xj—1,y—1) + he; + pj,

where |¢j], [p;| < p.
Then, proceeding as before we obtain,

h? _
5| < lejal(1+ L) + 5.

where M =Y + u/h + p/(h?).

|
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Affect of FP Arith (cont)

|7Therefore the revised error bound becomes: T

ML, (1

hY
(b—a)L (b—a)L _ q T
© eol + (e S Tor Tant)

ejl < TV eo] + -

So, as h — 0, the term 7= will become unbounded (unless the precision
changes) and we will not observe convergence.
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