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What is an explanation?
• Something that, if it had been different, 

would have changed the answer. 

• “Why”: the cause, reason, or purpose for 
which 

• “Why was X true?” -> “What, if it had been 
different, would have made X not true?” 

• Example: This part of the image makes me 
think it’s cancer.  If it had been the usual 
color, I wouldn’t have a reason to worry.



What is an explanation?

• “Why was X true?” -> “What, if it had 
been different, would have made X not 
true?” 

• Many possible answers, would like to 
prioritize plausible alternatives.



How to automate explanation?
• Need: 

1. Automatic answer-giver (i.e. 
image classifier) p(y|x) 

2. Automatic source of plausible 
counterfactuals p(x) 

• Can ask: “What about this image, 
had it been different, would have 
changed the classification”



Previous work
• Original “saliency maps” simply plot 

gradient: 

• Answers question: Which direction of 
change in pixels would most change the 
label? 

• A sort of instantaneous counterfactual.

Simonyan et al., 2014
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Saliency maps ask wrong question

• Fong & Vedaldi, 2017



Related work
• Gradient maps have weird artefacts, related to adversarial examples. 

• Fong & Vedaldi, 2017 ask which parts must be blurred 



Dabkowski and Gal, 2017



Our approach
• Existing method’s counterfactuals are 

based on implausible alternatives. 

• We ask: “What region of this image, 
had it not been seen, would most 
have changed the classification” 

• Fill in with consistent, plausible 
alternative image patches



Conditional Counterfactual Generation

• For image classifiers, need to generate plausible alternative in-fills of images. 

• Can use variational autoencoders, or GANs. 

• Sum over all possible in-fills:



The converse question
• Can also ask: “Which part of the 

image, if the rest were obscured, 
would keep the class the same?” 

• I.e. what are non-essential parts of 
the image.  Aka Smallest Deleted 
Region (Dabkowski and Gal, 2017) 

• Our method (FIDO): Optimize to 
mask out as much of image as 
possible while keeping 
counterfactual answer same. 



Details of approach
• Optimize soft mask 

• Integrate over 
possible infills in 
inner loop with 
Monte Carlo 

• Require sparsity 
penalty



Qualitative 
Results









Technical Limitations
• Quality of conditional generative models.  GANs are 

good at generation, still hard to condition on part of 
the image. 

• Speed of approximate inference  
(necessary for fast infilling) 

• Optimization over shape of masked region.  Would 
prefer hard mask edges.



Progress in Generative Models Needed



Conceptual Limitations

• Parts of images are a blunt tool for explanation.  
Better answers in terms of higher-level latent 
variables? 

• Should probably offer multiple explanations 

• Should probably relate explanations to actions that 
can be taken by the user.



Higher-level Counterfactuals

Bau et al 2019



Takeaways

• Conditional generative models let us automatically 
reason about counterfactuals 

• Figuring out what question to ask is the hard part!

Thanks!


