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HOW GOOD IS YOUR NEURAL NETWORK ?
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Pei, Kexin, et al. "Deepxplore: Automated whitebox testing of deep learning systems." Proceedings of the 26th Symposium on Operating 
Systems Principles. ACM, 2017.



HOW GOOD IS YOUR NEURAL NETWORK ?

• Neural networks are not robust to input perturbations.

• Pushing the limit: One Pixel Attack ! 
o Su et. al. "One pixel attack for fooling deep neural 

networks." IEEE Transactions on Evolutionary 
Computation (2019).

• Conclusion: There is a need for an automated and 
scalable analysis to certify realistic neural networks 
against such input perturbations. 
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HOW TO CERTIFY NEURAL NETWORKS ?
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HOW TO CERTIFY NEURAL NETWORKS ?
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• Upper bounds on minimum distortion:
o Attack dependent.
o Is pretty non-informative in case of weak attacks that fail often.

• Formal Verification, exact minimum distortion:
o NP-hard. 

• Lower bounds on minimum distortion:
o Attack agnostic.
o Can easily be trivial!
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FAVORABLE PROPERTIES OF CERTIFICATION METHODS
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STEP 1: EXPLICIT OUTPUT BOUNDS
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LINEAR L/U BOUNDS FOR GENERAL ACTIVATION FUNCTIONS
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• Keyword: Adaptive!



STEP 2: CERTIFIED LOWER BOUND FOR MINIMUM DISTORTION
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RESULTS: TIGHTER LOWER BOUNDS
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CROWN: WEAK POINTS

1. Feed-Forward Neural Networks with fully connected layers only.
o CNN-Cert: https://arxiv.org/abs/1811.12395

2. Input should be in the form of an epsilon bound norm ball. 
o Usually not an issue. Common assumption.

3. Single input certification. Results averaged over 100 points of input.
o A2I and derivatives? Covering arguments? 
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https://arxiv.org/abs/1811.12395


DISCUSSION QUESTIONS

2/11/2019 Ali Harakeh 12

What do you think of the provided comparison method?

Do you think the authors overpromise scalability? 

Can we argue safety of a DNN using CROWN?
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