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ABSTRACT
Model transformations play increasingly important role in Model Driven Engineering (MDE). A wide variety of tools and languages are generated and released for model transformations. A challenging task of software engineer is to choose a particular model transformation language, given a set of alternatives, that is best suited for non-functional requirements of the context, which are mostly intangible and difficult to measure, if not impossible. This paper proposes a decision making framework that aids software engineer to select most proper model transformation language, given non-functional requirements (of which some are conflicting). The proposed framework is based on Fuzzy-Analytic Hierarchy Process (AHP) technique, and uses relative degree of importance of non-functional requirements for the given context in terms of fuzzy linguistic terms. The output is ranking of model transformation languages. The approach is implemented and its applicability is illustrated in three different cases.
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1. INTRODUCTION
Model Driven Engineering (MDE) is a software engineering discipline in which models are the prime artifacts and play a central role throughout the entire development process [35, 37]. MDE combines domain specific modeling languages for modeling (software) systems, and model transformations for, among others, synthesizing them [4]. A Domain Specific Language (DSL) is a language designed to provide a notation tailored toward a problem domain, and is based on the relevant concepts and features of that domain. By providing tailored notations, a DSL offers substantial gains in productivity and even enables end-user programming [29, 49]. Model transformations are used to automatically transform models expressed in these DSLs into different models [4], where source code could be considered as a model too [35]. Performing a model transformation, which is process of automatic generation of one or more target models from one or more source models, require a clear understanding of the abstract syntax and the semantics of both the source and target [40]. Model transformations could be used for different reasons and intents, e.g., to extract different views from a model (query), add or remove detail (refinement or abstraction), generate code from model (synthesis) [3]. Model transformations play an important role in MDE since they automate complex, tedious, error-prone, and recurrent software development tasks [7]. They are core mechanism of MDE for building software from design to code, and hence have a significant impact on software development process [9]. Since model transformations play a critical role in this process, their non-functional requirements and evaluation of them are of great importance. These requirements could be the reason for accepting or rejecting a tool or language, while deciding about the most suitable one. Therefore, selecting the most suitable model transformation language based on non-functional requirements is a critical and challenging task for software developer [35].

Previous works have addressed the problem of non-functional requirements in model transformations. Some have proposed a set of non-functional requirements that a transformation language or tool should satisfy (e.g., [5, 35, 40]). They argue that these requirements are of particular interest to industrial users and are useful to be considered as decision making criteria. On the other hand, some works have tried to tackle the problem by defining quality attributes and metrics for model transformation artifact itself (e.g., [4, 37, 47]). They believe that these attributes and metrics could be used for developing quality assurance techniques for model transformations. While these two groups of works provide a proper base for understanding various non-functional requirements of model transformations, there remain many challenges for decision making, and in particular selection of most suitable model transformation language given a set of non-functional requirements.

The goal of this research is to propose a decision making framework for selecting most suitable model transformation language (among a set of alternatives) given non-functional
requirements (of which some are conflicting). The proposed framework is based on Fuzzy-Analytic Hierarchy Process (AHP) technique, and uses relative degree of importance of non-functional requirements for the given context in terms of fuzzy linguistic terms. The output is ranking of model transformation languages. The proposed framework uses fuzzy triangular numbers for pairwise comparison of non-functional requirements, since these requirements are difficult, if not impossible, to measure in terms of precise, crisp numbers. The results of this research could be used to choose, for a given context and set of non-functional requirements, the language or tool that is best suited for those requirements. Given the lack of studies on decision making of model transformation languages, we believe that this work is of interest to people doing research in related areas as well as industrial users.

The rest of this paper is organized as follows: Section 2 reviews the related works on non-functional requirements of model transformations and proposes a comprehensive list of them. Section 3 performs a pairwise comparison of two model transformation languages with regarding to non-functional requirements of Section 2. Section 4 describes the steps of proposed approach. Section 5 illustrates applicability of the approach for three different cases. The paper ends at Section 6 with some concluding remarks.

2. RELATED WORKS

In this section we review the previous works with a focus on non-functional requirements of model transformation. The goal in this section is to build a comprehensive list of those requirements by reviewing previous published works. Amstel et al. (2008) proposed a set of eight quality attribute for model transformation (in ASF+SDF term rewriting system) and a set of metrics for assessing them. Quality attributes were understandability, modifiability, reusability, reuse, modularity, completeness, consistency, and conciseness. Metrics also were presented within four categories: size (e.g. number of functions), function (e.g. number of equations and conditions per function), module (e.g. number of library modules), and consistency (e.g. number of variables per type). They discussed relationships between metrics and quality attributes. It should be mentioned that some of the quality attributes they presented were adopted from previous studies which proposed them for assessing quality of software designs [47]. Similar metrics have been proposed by Vignaga (2009) to assess quality of ATL model transformations [48]. In another work, Amstel (2010) proposed two definitions for two different views on quality of model transformations (internal and external) and presented some examples of quality assessment techniques for model transformations (direct and indirect) [4].

Mens and Gorp (2006) differentiated functional and non-functional (or quality) requirements of model transformation languages or tools and proposed usability, usefulness, verifiability, conciseness, scalability, extensibility, interoperability, acceptability and standardization as main non-functional requirements [35]. Sendall and Kozacynski (2003) classified different approaches to model transformations and proposed a set of desirable characteristics for a model transformation language, among others easy to understand, precise, unambiguous, concise, easy-to-modify, complete, and graphical representation [40].

Aziz (2011) evaluated quality of four model transformation technologies (ATL, IBM transformations, Acceleo, and Java APIs) for model to model and model to text transformation in a case study in Ericsson AB. His quality model included usability (understandability, learnability, and operability), maintainability (analyzability and changeability), functionality (suitability and accuracy), and scalability as quality attributes (and their sub characteristics) [5]. Mohagheghi and Aagedal (2007) presented quality goals in MDE and argued that the quality of models is affected by quality of modeling languages, tools, modeling processes, the knowledge and experience of modelers, and quality assurance techniques applied. They presented related works on these factors and mentioned some quality attributes including understandability, modifiability, reusability, reuse, extensibility, interoperability [37].

Table 1 presents a list of non-functional requirements of model transformations mentioned in previous studies. Although these works have contributed significantly and defined the non-functional requirements, however there is a lack of systematic way of comparing and choosing the transformation language among a set of possible options. This paper fills the gap by proposing a decision making framework for selecting the most suitable model transformation language, given non-functional requirements.

3. COMPARISON OF TWO LANGUAGES

In this section, we compare two famous model transformation languages with regarding to non-functional requirements described in previous section. In particular, we are interested to see how each language affects non-functional requirements. The first language is ATLAS Transformation Language (ATL) [27] and the second one is Attributed Graph Grammar (AGG) [44]. Here the comparison is done by reviewing the previous related papers, and comparing capability of the language to satisfy the non-functional requirements. The result of this comparison will be part of decision making mechanism proposed in this paper.

ATL includes mix on imperative and declarative constructs. Although the mix make the language powerful and compact, but it is non-intuitive from understandability point of view and hence it negatively affect understandability of the language [5]. Göknil et al. (2008) stated that ATL reduces modifiability of model transformations because it implements the source pattern in multiple rules and helpers (i.e. due to the decomposition in multiple constructs). All rules and helpers should be updated even for a minor constraint change in source pattern definition [22]. ATL is textual [5] and supports modularity and allows packaging rules into modules. A module can import another module to access its content [14,23]. ATL is capable of managing complex models because of its imperative language constructs and use of helper functions [41]. According to [46], ATL supports Higher-Order Transformations (HOT), which are model transformations that analyze, produce or manipulate other model transformations. Moreover, it is compliant to relevant standards such as UML, MOF (Meta Object Facility), and XML. An example of MOF to UML transformation is given in [24]. Also, [25] shows how to bridge XML, Grafcet, Petri net, and PNML by using ATL.

Randak et al (2011) extended ATL for natively supporting UML profiles in transformations. They provided an extended ATL syntax comprising keywords for handling UML...
profiles which is reduced by a preprocessor based on a HOT again to the standard ATL syntax [38]. Moreover, Mens et al. (2006) argue that the AGG tool is extensible in the sense that its internal graph transformation engine, which is implemented in Java, can be extended freely to cover a wide variety of different applications [36]. AGG is better than ATL with regarding to amount of code or models that a programmer or modeler needs to specify in order to make an executable solution [23]. Usability of both languages to support model transformation is also shown by various authors (e.g. [23,36]).

Languages based on the graph transformation paradigm (e.g. AGG) employ graph patterns and it is not clear how OCL-based queries are translated to graph patterns and vice versa. On the other hand, there is not any major obstacle for translating from ATL to QVT Operational Mappings and from Operational Mappings to imperative ATL [28]. Moreover, interoperability of ATL and QVT is discussed and shown in [26,30].

Graph transformations are sometimes accused of generating inefficient programs or having inefficient algorithms [36]. AGG provides graphical languages to define model-to-model transformations. Graph transformations are defined upon metamodel elements and visualized with a generic layout, called abstract syntax, where nodes are visualized as rectangles and edges as directed arrows [23]. AGG shows simulation runs in the visual editor panel of the host graph, where not only the start graph can be drawn but also rule application effects are shown at runtime (based on the abstract visual syntax). Various graph layouting options are offered for tuning the visualization, makes it appealing and understandable [8]. It should be noted that abstract syntax is less familiar to developers working with a given modeling language than the concrete syntax [14,23].

There are two standards for graph transformation languages: GXL which is an exchange format for graphs and GTXL which is an exchange format for graph transformations. Both standards are supported by AGG. Moreover, AGG supports XML [36] and could be used for refactoring of UML models [20]. Reuse mechanisms such as inheritance between rules (e.g. rule inheritance, derivation, extension, and specialization) is not supported in AGG [14,36]. Figure 2 summarizes the comparison between ATL and AGG by visualizing the non-functional requirements and contribution links of the languages. In this figure, through contribution link types of −, −−, + and ++ [13], the qualitative effect of alternative languages are propagated to the non-functional goals. We use qualitative contribution links since non-functional requirements are intangible and the effects of languages on them are difficult, if not impossible, to measure. This model can aid software engineer/modeler to see the alternative languages and the criteria of decision making; However, it is not enough for decision making since it lacks a systematic way of choosing an specific alternative. The next section of this paper proposes a decision making mechanism which uses this model and aids decision maker to rank the model transformation languages with regarding to non-functional requirements and select the most suitable one.

4. PROPOSED APPROACH

4.1 The Fuzzy Set theory

Fuzzy set theory proposed by Zadeh in [50] to deal with vagueness of human thought and was oriented to the rationality of uncertainty due to imprecision or vagueness. It resembles human reasoning in its use of approximate infor-

<table>
<thead>
<tr>
<th>Non-functional Requirement</th>
<th>Definition</th>
<th>Author(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understandability (UN)</td>
<td>The amount of effort required to understand a model transformation.</td>
<td>[3–5,37,40,47]</td>
</tr>
<tr>
<td>Modifiability (MF)</td>
<td>The extent to which a model transformation can be adapted to provide</td>
<td>[4,5,37,40,43,47]</td>
</tr>
<tr>
<td>Reusability (RY)</td>
<td>The extent to which (a part of) a model transformation can be reused by</td>
<td>[4,37,40,43,47]</td>
</tr>
<tr>
<td>Reuse (RE)</td>
<td>The extent to which a model transformation reuses parts of other model</td>
<td>[5,37,40,47]</td>
</tr>
<tr>
<td>Modularity (MD)</td>
<td>The extent to which a model transformation is systematically structured</td>
<td>[4,47]</td>
</tr>
<tr>
<td>Conciseness (CS)</td>
<td>The extent to which a model transformation does not include superfluous</td>
<td>[35,47,47]</td>
</tr>
<tr>
<td>Verbosity (VB)</td>
<td>The transformation to introduce extra syntactic sugar for frequently used</td>
<td>[35]</td>
</tr>
<tr>
<td>Performance and Scalability (PS)</td>
<td>Ability of language or tool to cope with large and complex transformations or transformation of large and complex software models without sacrificing performance.</td>
<td>[5,35,43]</td>
</tr>
<tr>
<td>Extensibility (EX)</td>
<td>The ease with which the tool can be extended with new functionality.</td>
<td>[35,37]</td>
</tr>
<tr>
<td>Interoperability (IN)</td>
<td>The ease with which the tool can be integrated with other tools used</td>
<td>[35,37,43]</td>
</tr>
<tr>
<td>Standardization (ST)</td>
<td>The transformation tool should be compliant to all relevant standards</td>
<td>[35,37]</td>
</tr>
<tr>
<td>Visualization (VS)</td>
<td>Whether the transformation technology provides visual specifications of</td>
<td>[5,40]</td>
</tr>
<tr>
<td></td>
<td>transformation.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of non-functional requirements of model transformations in previous studies
mation and uncertainty to generate decisions. It is applied in a variety of ways and in many disciplines such as artificial intelligence, computer science, medicine, control engineering, decision theory, expert systems, logic, management science, operations research, pattern recognition, and robotics [51]. A Fuzzy set is a collection of objects with unsharp boundaries in which the transition from membership to nonmembership in a subset of a reference set is gradual rather than abrupt [34]. A fuzzy number is a special fuzzy set 

\[ M \]

where \( x \) lies on the real line \( R \) i.e. \( -\infty < x < +\infty \) and \( \mu_M(x) \) is a continuous mapping from \( R \) to the close interval \([0,1]\). A triangular fuzzy number \( M \) denoted as a triplet \((l, m, u)\) where \( l \leq m \leq u \), has the following triangular-type membership function:

\[
\mu_M(x) = \begin{cases} 
\frac{x-l}{m-l} & \text{if } l \leq x \leq m \\
0 & \text{if } m < x \leq u \\
\frac{u-x}{u-m} & \text{otherwise}
\end{cases}
\]

where \( l \) and \( u \) stand for the lower and upper value of the support for \( M \), and \( m \) for the modal value.

Consider two fuzzy triangular numbers \( M_1 = (l_1, m_1, u_1) \) and \( M_2 = (l_2, m_2, u_2) \). Main fuzzy operations are illustrated here:

**Fuzzy number addition \( \oplus \):**

\[
M_1 \oplus M_2 = (l_1, m_1, u_1) \oplus (l_2, m_2, u_2) = (l_1 + l_2, m_1 + m_2, u_1 + u_2).
\]

**Fuzzy number subtraction \( \ominus \):**

\[
M_1 \ominus M_2 = (l_1, m_1, u_1) \ominus (l_2, m_2, u_2) = (l_1 - l_2, m_1 - m_2, u_1 - u_2).
\]

**Fuzzy number multiplication \( \otimes \):**

\[
M_1 \otimes M_2 = (l_1, m_1, u_1) \otimes (l_2, m_2, u_2) = (l_1 \cdot l_2, m_1 \cdot m_2, u_1 \cdot u_2).
\]

**Fuzzy number division \( \oslash \):**

\[
M_1 \oslash M_2 = (l_1, m_1, u_1) \oslash (l_2, m_2, u_2) = (l_1 / l_2, m_1 / m_2, u_1 / u_2).
\]

**Fuzzy number reciprocal:**

\[
(M)^{-1} = (l, m, u)^{-1} \approx (1/u, 1/m, 1/l).
\]

In this paper addition, multiplication and reciprocal operations are used.

### 4.2 Fuzzy-AHP

Analytic Hierarchy Process (AHP), one of the Multi-Criteria Decision-Making (MCDM) methods proposed in [39], is aimed at facilitating decision making in problems which involve multiple criteria. It enables domain experts to structure a complex decision making problem in the form of hierarchy, where alternatives and factors are identified and evaluated with respect to other related factors [18]. It provides a way to rank the alternatives of a decision making problem through a four step process: development of problem hierarchy, development of judgment matrices by pairwise comparisons, calculation of local priorities based on judgment matrices, and finally calculation of global priorities. AHP has been applied in a huge variety of application fields, e.g. software development [19,31], project management [2], medical and healthcare decision making [33], marketing [16], and supplier selection [10]. According to [42] there is a vast literature on the applications of AHP with more than 1300 papers and 100 doctoral dissertations. Although AHP is popular and simple, it is often criticized for its inability to adequately handle the uncertainty and fuzziness of decision maker’s perception. In traditional AHP, human’s judgments are represented as exact values [21]. However, many practical evaluation and decision making contexts are too complex to be understood and measured quantitatively. In other words, linguistic assessment of human feelings and judgments are vague and it is not reasonable to represent it in terms of precise numbers [11]. For instance, non-functional requirements in software engineering are intangible concepts and difficult, if not impossible, to evaluate.

Fuzzy-AHP combines the traditional AHP with the fuzzy set theory. In this paper, Chang’s fuzzy-AHP approach [12] is applied to evaluate mode transformation languages given a set of non-functional requirements. In this approach, tri-

<table>
<thead>
<tr>
<th>Intensity of importance</th>
<th>Membership function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extremely more importance (EMI)</td>
<td>(7,9,9)</td>
</tr>
<tr>
<td>Very strong importance (VSI)</td>
<td>(5,7,9)</td>
</tr>
<tr>
<td>Strong importance (SI)</td>
<td>(3,5,7)</td>
</tr>
<tr>
<td>Moderate importance (MI)</td>
<td>(1,3,5)</td>
</tr>
<tr>
<td>Equal importance (EI)</td>
<td>(1,1,1)</td>
</tr>
</tbody>
</table>

Table 2: Definition and membership function of fuzzy scale.
angular fuzzy numbers are used for a pairwise comparison scale of non-functional requirements. Table 2 shows how linguistic scales are converted into fuzzy scales and Figure 2 shows the membership function of linguistic variables.

Then by using extent analysis and the principle of the comparison of fuzzy numbers the weight vectors and finally the global priorities of languages are calculated.

Let \( X = \{ x_1, x_2, \ldots, x_n \} \) be an object set, and \( U = \{ u_1, u_2, \ldots, u_m \} \) be a goal set. According to concept of extent analysis [15] each object is taken and extent analysis for each term to triangular fuzzy numbers, the fuzzy comparison in the same hierarchy is judged based on linguistic terms.

First, relative importance/strength of each pair of elements.

Then, the fuzzy comparison matrix is constructed.

Step 1: In this step, the decision problem is modeled as a hierarchy including the decision goal, the alternatives for reaching it, and the criteria for evaluating the alternatives.

Step 2: Then, the fuzzy comparison matrix is constructed.

First, relative importance/strength of each pair of elements in the same hierarchy is judged based on linguistic terms (via pair-wise comparison). Then, by converting the linguistic terms to triangular fuzzy numbers, the fuzzy comparison matrix is constructed:

\[
M = \begin{bmatrix}
M_{g_1}^1 & M_{g_1}^2 & \cdots & M_{g_1}^m \\
M_{g_2}^1 & M_{g_2}^2 & \cdots & M_{g_2}^m \\
\vdots & \vdots & \ddots & \vdots \\
M_{g_n}^1 & M_{g_2}^1 & \cdots & M_{g_n}^m
\end{bmatrix}
\]

where all the \( M_{g_i}^j \) are triangular fuzzy numbers. The computational procedure of fuzzy-AHP are as follows:

Step 3: In this step, for each object the value of fuzzy synthetic extent is calculated:

\[
S_i = \sum_{j=1}^{m} M_{g_j}^j \circ \left( \sum_{i=1}^{n} \sum_{j=1}^{m} M_{g_i}^j \right)^{-1}
\]

where the value of \( \sum_{j=1}^{m} M_{g_j}^j \) and \( \sum_{i=1}^{n} \sum_{j=1}^{m} M_{g_i}^j \) can be found by performing the fuzzy addition operation. Moreover, \( \circ \) is fuzzy multiplication operator (See Section 4.1 for further explanation).

Step 4: Then, the fuzzy synthetic extents are compared. The degree of possibility of \( S_i \geq S_j \) is calculated by the following equation:

\[
V(S_i \geq S_j) = \text{hgt}(S_i \cap S_j)
\]

\[
= \begin{cases} 
1 & \text{if } m_i \geq m_j \\
0 & \text{if } l_j \geq u_i \\
\frac{l_j - u_i}{(m_i - u_i) - (m_j - l_j)} & \text{otherwise}
\end{cases}
\]

where \( S_i = (l_i, m_i, u_i) \) and \( S_j = (l_j, m_j, u_j) \) are fuzzy triangular numbers calculated in Step 3. To compare \( S_i \) and \( S_j \), we need both values of \( V(S_i \geq S_j) \) and \( V(S_j \geq S_i) \).

Step 5: In this step, for each object the minimum degree of possibilities (calculated in previous step) is calculated. According to [12], the degree possibility for a convex fuzzy number to be greater than \( k \) convex fuzzy numbers can be defined as:

\[
V(S \geq S_1, S_2, \ldots, S_n) = \text{hgt}(S \cap S_1) \text{ and } (S \geq S_2) \quad \text{and} \quad (S \geq S_3) \quad \text{and} \quad \ldots \quad (S \geq S_n)
\]

\[
= \min V(S \geq S_i) \quad i = 1, 2, \ldots, n.
\]

Using this equation, the weight (or priority) vector is defined as \( w' = \min V(S_i \geq S_j) \) for \( k = 1, 2, \ldots, n \) and \( k \neq i \).

Therefore:

\[
W' = (w'_1, w'_2, \ldots, w'_n)^T
\]

Step 6: In the last step, the normalized weight vector \( W = (w_1, w_2, \ldots, w_n)^T \) is calculated as follows:

\[
w_i = \frac{w'_i}{\sum_{i=1}^{n} w'_i}
\]

This weight vector is a non-fuzzy (crisp) value.

In the next section of the paper, we show the application of fuzzy-AHP method for selecting model transformation languages.

5. APPLICATION

In this section, we describe three scenarios of model transformations and then apply the proposed decision making mechanism to select the proper model transformation language for each case.

Case 1. In this case, the goal is to choose a language for defining a model transformation between two widely recognized standards for business process modeling: the Business Process Modeling Notation (BPMN) and Business Process Execution Language (BPEL). BPMN is a standard for business process modeling that provides a graphical notation for the purposes of business analysis. The target users of this notation are usually business analysts. BPEL is a standard executable language for specifying actions within business processes with web services. Transformations between these standards are complex because of inherent differences between them: BPMN process models are graph-oriented (with only minor topological restrictions), while BPEL process definitions are block-structured. The transformation has been used as a case study in [17]. In this case, since we are dealing with business analyst, we assume that understandability, conciseness, modularity, and visualization are more important than other non-functional requirements.

Case 2. In this case, the transformation generates a relational database model as output by receiving a class schema.

Figure 2: The membership function of linguistic variables. See Table 2 for abbreviations.
Table 3: Fuzzy triangular numbers representing pairwise comparison of importance of non-functional requirements for Case 1. See Table 1 for abbreviations. Moreover, see Table 2 for linguistic terms equivalent to these numbers. The last column are overall weight (importance) scores of non-functional requirements resulted from calculations explained in Section 6.

<table>
<thead>
<tr>
<th>VS</th>
<th>ST</th>
<th>IN</th>
<th>EX</th>
<th>PS</th>
<th>CS</th>
<th>MD</th>
<th>RE</th>
<th>MF</th>
<th>UN</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.11,0.14,0.20)</td>
<td>(0.14,0.20,0.33)</td>
<td>(0.33,1,1)</td>
<td>(0.20,0.33,1)</td>
<td>(0.11,0.14,0.20)</td>
<td>(0.11,0.14,0.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.15,0.18,0.21)</td>
<td>(0.18,0.21,0.24)</td>
<td>(0.21,0.24,0.27)</td>
<td>(0.24,0.27,0.30)</td>
<td>(0.27,0.30,0.33)</td>
<td>(0.30,0.33,0.36)</td>
<td>(0.33,0.36,0.39)</td>
<td>(0.36,0.39,0.42)</td>
<td>(0.39,0.42,0.45)</td>
<td>(0.42,0.45,0.48)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
model as input. Such a transformation needs to realize three main mappings: package-to-schema, class-to-table, and attribute-to-column. This transformation is implemented by various authors in different languages, e.g. ATL [1], QVT Relations [14], AGG [45], and Telkat [32]. In this case we assume that all the non-functional requirements are of same level of importance.

**Case 3.** In the last case, adopted from [6], decision maker is going to decide a transformation language in a large industrial context. The intent of model transformation is automatic code generation from models. In this case, using standardized and non-proprietary modeling languages is of great importance. Moreover, the projects in this context are large, development efforts are multi-site and collaborative and the models are huge. Hence, we assume that performance and scalability, interoperability, standardization and reusability are more important than other non-functional requirements. In all of the above cases the question is how to select most suitable model transformation language among a set of alternatives, i.e. given a specific context, the intention of transformation, and a set of criteria, which language is the best choose? In following, we show applicability of proposed framework for these cases. In this project, the assumption is that there are only two alternatives: ATL and AGG. It should be mentioned that the proposed method can handle more number of alternatives, however, for the purpose of this paper we assume there are only two of them.

Figure 2 is used as hierarchy of the decision problem. To solve the problem for **Case 1**, first the fuzzy comparison matrix of the non-functional requirements is constructed. To do that, we performed a pairwise comparison of the different non-functional requirements using triangular fuzzy numbers, which is shown in Table 3. In this project, these values are defined by author based on the context and the non-functional requirements that are important in that specific case. However, in future versions of this work, we can use opinions of a set of domain experts. Then, the value of fuzzy synthetic extent with respect to each non-functional requirement is calculated by using Eq. 1. We have:

$$S_{UN} = (32.00, 48.00, 70.00) \odot (184.90, 300.88, 448.67)^{-1} \simeq (0.07, 0.16, 0.37),$$

$$S_{MF} = (16.74, 27.20, 43.33) \odot (184.90, 300.88, 448.67)^{-1} \simeq (0.03, 0.09, 0.23),$$

$$S_{RY} = (5.16, 5.70, 13.60) \odot (184.90, 300.88, 448.67)^{-1} \simeq (0.01, 0.01, 0.07),$$

$$S_{VS} = (17.47, 29.33, 42.00) \odot (184.90, 300.88, 448.67)^{-1} \simeq (0.03, 0.09, 0.22).$$

Now, by using Eq. 2, we have:

$$V(S_{UN} \geq S_{MF}) = 1 \quad \text{(because } 0.16 \geq 0.09)$$

$$V(S_{UN} \geq S_{RY}) = 1 \quad \text{(because } 0.16 \geq 0.01)$$

$$V(S_{MF} \geq S_{UN}) = \frac{0.07 - 0.23}{(0.09 - 0.23) - (0.16 - 0.07)} = 0.7$$

$$V(S_{MF} \geq S_{VS}) = \frac{0.03 - 0.23}{(0.09 - 0.23) - (0.09 - 0.03)} = 0.96$$

$$V(S_{VS} \geq S_{SD}) = 1 \quad \text{(because } 0.097 \geq 0.091)$$

Then, by using Eq. 3 we obtain:

$$w_{UN} = \text{Min}(1, 1, \ldots, 1) = 1$$

$$w_{MF} = \text{Min}(0.7, 1, \ldots, 0.96) = 0.7$$

$$w_{RY} = \text{Min}(0.02, 0.34, \ldots, 0.31) = 0.02$$

$$w_{VS} = \text{Min}(0.72, 1, \ldots, 0.31) = 0.72$$

Then, using Eq. 4, the normalized weight vector of non-functional requirements for **Case 1** is obtained. The last column in Table 3 shows the weights.

After that, by applying the same procedure for the alternatives (which are in the other layer of the problem hierarchy, see Figure 2), the relative strength of each language with regarding to each non-functional requirement is calculated. For example, Table 4 shows the pairwise comparison of languages with regarding to understandability and standardization. The values in this table are defined based on the literature and explanations in Section 3. The calculations of weights of languages with regarding to each of non-functional requirements will not be given in this paper since they are similar to calculations above.

Finally, the overall priority weight of each language is calculated by multiplying its local weights with non-functional requirements weights:

Table 4: Pairwise comparison of languages, in terms of fuzzy triangular numbers, with regarding to understandability and standardization (for **Case 1**).

<table>
<thead>
<tr>
<th></th>
<th>ATL</th>
<th>AGG</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN</td>
<td>(1,1,1)</td>
<td>(0.14,0.20,0.33)</td>
<td>0</td>
</tr>
<tr>
<td>AGG</td>
<td>(3,5,7)</td>
<td>(1,1,1)</td>
<td>1</td>
</tr>
<tr>
<td>SD</td>
<td>(1,1,1)</td>
<td>(1,3,5)</td>
<td>0.75</td>
</tr>
<tr>
<td>AGG</td>
<td>(0.20,0.33,1)</td>
<td>(1,1,1)</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 5 summarizes the final results of fuzzy-AHP scores for each of the cases. This table indicates that for the first case,
AGG language is more suitable. Also, for the second and third cases, the ATL language has a better rank. It should be noted that because of the space limitation, the step by step computations and fuzzy comparison matrices of all the cases are not shown in this paper. In this research, the fuzzy-AHP method was implemented in Excel and the codes are submitted with this paper.

6. CONCLUSION AND FUTURE WORKS
Model transformation is primary activity in MDE. Various languages and tools have been proposed, coming from different approaches and programming paradigms. This paper proposed a decision making framework which helps software engineer/developer to decide what model transformation language is the right choice, given the context and non-functional requirements. This approach is implemented and its application is shown in this paper for three different scenarios. One of the main advantages of the proposed approach is the relative ease with which it handles multiple, sometimes conflicting, non-functional requirements. Moreover, the proposed approach introduces concepts of fuzzy set theory for measuring and evaluating of alternatives. This allows decision-maker(s) to have freedom of estimation regarding the non-functional requirements. The proposed approach could be extended to consider a broader set of alternative languages. This basically need to answer how well, relatively, the new added languages do with regarding to each requirement. In this paper we did it based on literature and only for two languages, but the future works can easily extend it to new languages. Besides, future works can do a more broad implementation involving a set of domain expert to compare degree of importance of non-functional requirements for each context. Finally, performing a sensitivity analysis to the approach and also a comparative study of this approach with other MCDM techniques could be other interesting venues.
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