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“If I have seen further it is by standing on the shoulders of giants.” - Isaac Newton



Object detection
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• Pre-CNN time

• HOG detector
• Deformable Part-based Model

• CNN time
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• Fast versions of R-CNN
• YOLO/SSD

• 3D object detection
• Devil’s in the details
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slide credit: Ross Girshick
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slide credit: Ross Girshick



Example 1: Find Waldo!
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slide credit: Chris McIntosh



1. Make the template as a filter
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slide credit: Chris McIntosh



2. Result of normalized cross-correlation
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slide credit: Chris McIntosh



3. Find the highest peak
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slide credit: Chris McIntosh



4. Put a bounding box (the size of template) at the 
point
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slide credit: Chris McIntosh



Example 2: Find all persons?
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slide credit: Chris McIntosh



Example 2: Find all persons?
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A template for all instances?



Example 2: Find all persons?
15

slide credit: Chris McIntosh

A template for all instances?

We need features!
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Slide credit: Sanja Fidler

cited by 17,502



HOG detector: pipeline
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Slide credit: Sanja Fidler



I. Sliding window
19

Slide credit: Sanja Fidler

locations

scales



II. Histograms of Oriented Gradients
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Slide credit: Sanja Fidler
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Slide credit: Sanja Fidler

II. Histograms of Oriented Gradients



22

Slide credit: Sanja Fidler

II. Histograms of Oriented Gradients
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Slide credit: Sanja Fidler

II. Histograms of Oriented Gradients



III. SVM classifier
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Slide credit: Sanja Fidler



III. SVM classifier - training
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Slide credit: Sanja Fidler



III. SVM classifier - training
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Slide credit: Sanja Fidler



III. SVM classifier - training
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Slide credit: Sanja Fidler



III. SVM classifier - detection
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Slide credit: Sanja Fidler



IV. Non-Maxima Suppression (NMS)
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Slide credit: Sanja Fidler



IV. Non-Maxima Suppression (NMS)
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Slide credit: Sanja Fidler



HOG detector: summary
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Slide credit: Sanja Fidler, Ross Girshick



Example 3: How can we deal with this guy?
32

Pic credit: http://www.deceptology.com/2011/02/participants-in-facebook-game-of-lying.html
Slide credit: Sanja Fidler, Ross Girshick

http://www.deceptology.com/2011/02/participants-in-facebook-game-of-lying.html


HOG detector: limitations
33

Pic credit: http://www.deceptology.com/2011/02/participants-in-facebook-game-of-lying.html
Slide credit: Sanja Fidler, Ross Girshick

We need flexible models!

http://www.deceptology.com/2011/02/participants-in-facebook-game-of-lying.html
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Slide credit: Sanja Fidler

cited by 5,084



Deformable Part Model (DPM): key idea
35

Slide credit: Ross Girshick



DPM: Model representation
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Slide credit: Mubarak Shah, Ross Girshick



DPM: Object Hypothesis
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Slide credit: Mubarak Shah



DPM: Score of a Hypothesis
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Slide credit: Mubarak Shah



DPM: Score of a Hypothesis
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Slide credit: Mubarak Shah



DPM: Detection
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Slide credit: Mubarak Shah



DPM: Detection
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Slide credit: Mubarak Shah



DPM: Detection
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Slide credit: Mubarak Shah, Ross Girshick



DPM: Training
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Slide credit: Mubarak Shah



DPM: Latent Variables
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Slide credit: Mubarak Shah



DPM: Training
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Slide credit: Mubarak Shah



DPM: Training
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Slide credit: Mubarak Shah



DPM: Latent SVM
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Slide credit: Mubarak Shah



DPM: Latent SVM
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Slide credit: Mubarak Shah



DPM: Mixture model
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Slide credit: Mubarak Shah



DPM on PASCAL VOC
50

Slide credit: Ross Girshick

[Source: http://pascallin.ecs.soton.ac.uk/challenges/VOC/voc20{07,08,09,10,11,12}/results/index.html]

Ross Girshick

Lifetime Achievement Award
 by PASCAL VOC
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Object detection renaissance (2013-present)
52

Slide credit: Renjie Liao



Deep object detection
53

Slide credit: https://handong1587.github.io/deep_learning/2015/10/09/object-detection.html

https://handong1587.github.io/deep_learning/2015/10/09/object-detection.html


R-CNN: Regions with CNN features

Slide credit: Girshick R, et al. Rich feature hierarchies for accurate object detection and semantic segmentation. CVPR2014



Training

Slide credit: Ross Girshick



Training

Slide credit: Ross Girshick



Training

Slide credit: Ross Girshick



VOC2007

DPM v5 (Girshick et al. 2011) 33.7%

Regionlets (Wang et al. 2013) 41.7%

R-CNN (AlexNet) 54.2%

R-CNN (AlexNet) + BB 58.5%

R-CNN (VGGNet) 62.2%

R-CNN (VGGNet) + BB 66.0%

R-CNN Results



VOC2007

DPM v5 (Girshick et al. 2011) 33.7%

Regionlets (Wang et al. 2013) 41.7%

R-CNN (AlexNet) 54.2%

R-CNN (AlexNet) + BB 58.5%

R-CNN (VGGNet) 62.2%

R-CNN (VGGNet) + BB 66.0%

R-CNN Results

R-CNN (VGGNet) Time
Train 84 hours
Test 47 s/im



Slow R-CNN

Slide credit: Ross Girshick



Object Detection System

Getting Proposals Feature Extraction Classifier
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Spatial Pyramid Pooling

Slide credit: K. He, et al. Spatial pyramid pooling in deep convolutional networks for visual recognition. ECCV2014



Spatial Pyramid Pooling

Slide credit: K. He, et al. Spatial pyramid pooling in deep convolutional networks for visual recognition. ECCV2014



SPP-net

Slide credit: Ross Girshick



SPP-net Results

VOC2007 Speed

R-CNN (ZFNet) 59.2% 14.5 s/im

R-CNN (VGGNet) 66.0% 47.0 s/im

SPP (ZFNet) 59.2% 0.38 s/im

SPP (VGGNet) 63.1% 2.3 s/im



Object Detection System

Getting Proposals Feature Extraction Classifier

SPP



Object Detection System

Getting Proposals Feature Extraction Classifier



Fast R-CNN
Totally end-to-end!

Slide credit: Ross Girshick



Fast R-CNN Results

VOC2007

SPPNet BB 63.1%

R-CNN BB 66.0%

Fast RCNN 66.9%

Fast RCNN (07+12) 70.0%



Object Detection System

Getting Proposals Feature Extraction Classifier

Fast R-CNN



Object Detection System

Getting Proposals Feature Extraction Classifier



Faster R-CNN

Slide credit: Ren S, et al. Faster r-cnn: Towards real-time object detection with region proposal networks. NIPS2015



Region Proposal Network

• Sliding window style 

• Multi-scale predictions on fix-sized 
window for efficiency (take advantage of 
the large receptive field of CNN features)

• Same loss as R-CNN (cls+bbox)



Region Proposal Network



Faster R-CNN Results

• Fewer and better proposals not only bring speed-
up, but also detection performance boost.



Object Detection System

Getting Proposals Feature Extraction Classifier

Faster R-CNN



Efficient Object Detection System

Getting Proposals Feature Extraction Classifier

SPP Fast R-CNNFaster R-CNN

66.0% —> 73.2%
47 s/im —> 0.2 s/im



Example 4: Driving car

Slide credit: Joseph Chet Redmon
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R-CNN, Girshick 2014
66% mAP / 0.02 fps

Fast R-CNN, Girshick 2015
70% mAP / 0.4 fps

Faster R-CNN, Ren 2015
73% mAP / 7 fps

YOLO, Redmon 2016
66% mAP / 21 fps

SSD300
77% mAP / 46 fps

SSD512
80% mAP / 19 fps

Two-Stage

box proposal + postclassify

Single Shot

Real-time object detectors?

Slide credit: Wei Liu
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YOLO: You Only Look Once
83

Slide credit: Redmon J, et al. You only look once: Unified, real-time object detection. CVPR2016

locations

class prob.



YOLO: output parameterization
84

Slide credit: Redmon J, et al. You only look once: Unified, real-time object detection. CVPR2016



YOLO: limitations
85

Slide credit: Redmon J, et al. You only look once: Unified, real-time object detection. CVPR2016

• Small objects 
• Objects with different shapes/sizes 
• Occluded objects



SSD: Single Shot MultiBox Detector
86

Slide credit: Wei L, et al. SSD: Single Shot MultiBox Detector. ECCV2016



SSD: YOLO + default box shape + multi-scale
87

Slide credit: Wei L, et al. SSD: Single Shot MultiBox Detector. ECCV2016



SSD: YOLO + default box shape + multi-scale
88

Slide credit: Wei L, et al. SSD: Single Shot MultiBox Detector. ECCV2016
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3D object detection: camera model
90



3D object detection: pipeline
91

Chen X, et al. Monocular 3D Object Detection for Autonomous Driving. CVPR2016

2D detector
3D NMS

3D detections



3D object detection: demo
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Chen X, et al. Monocular 3D Object Detection for Autonomous Driving. CVPR2016
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Trick: Pre-trained model
94

He K, et al. Deep Residual Learning for Image Recognition. CVPR2016



Trick: Sampling
95

1. Use ‘ignore’ labels:

2. Use hard-example mining:
• Heuristics 
• Offline 
• Online[1]

[1] Shrivastava A, et al. Training region-based object detectors with online hard example mining. CVPR2016



Trick: Multi-region ensemble
96

Gidaris S, et al. Object detection via a multi-region and semantic segmentation-aware cnn model. ICCV2015



Trick: Multi-scale feature fusion
97

Bell S, et al. Inside-outside net: Detecting objects in context with skip pooling and recurrent neural networks. CVPR2016



Trick: Iterative localization
98

Gidaris S, et al. Object detection via a multi-region and semantic segmentation-aware cnn model. ICCV2015

• Iterative bounding box regression 
• Voting NMS
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we need features!
we need flexible models!

we need better features!
we want to be fast!

we want to be real-time!

we like 3D!
we hack!



Q&A
100

“The only stupid question is the one you never asked.” - Rich Sutton


