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Abstract. Algorithms for detection of modules in genetics interaction networks, 
while often identifying new models of functional modular organization between 
genes, have been limited to the output of disjoint, non-overlapping modules, 
while natural overlapping modules have been observed in biological networks. 
We present CLOVER, an algorithm for clustering weighted networks into over-
lapping clusters. We apply this algorithm to the correlation network obtained 
from a large-scale genetic  interaction network of Saccharomyces cerevisiae de-
rived from Synthetic Genetic Arrays (SGA) that covers ~4,500 non-essential 
genes.  We compare CLOVER to previous clustering methods, and demonstrate 
that genes assigned by our method to multiple clusters known to link distinct 
biological processes. 
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1   Introduction 

Recent developments in Synthetic Genetic Arrays have enabled the mapping of quan-
titative genetic interactions on a genome-wide scale [1]. A central computational task 
in the analysis of the genetic interaction networks is to cluster genes into coherent 
modules. The resulting modules provide a higher-level organization of the cell, and 
may be mined to make new predictions about gene functions and provide insights into 
cellular pathways. Such unsupervised organization of a network’s nodes into highly-
interconnected modules is termed graph clustering. 

Several general-purpose graph clustering methods that use a number of diverse algo-
rithmic approaches have been applied to genetic and protein interaction networks. 
[2][3][4][5][6][7]The RNSC algorithm[4] is based on stochastic local search.  It was 
developed for clustering un-weighted general graphs and has been applied to the prob-
lem of predicting protein complexes in physical networks.  MCL [5] is a general-
purpose algorithm for clustering weighted graphs, and has been widely used to analyze 
both physical and genetic interaction networks.  MCL uses stochastic matrix operations 
to simulate flow through a weighted network, and determines clusters as groups of 
nodes connected by a large number of high-weight paths. Graph summarization [6] is a 
paradigm for clustering graphs in which the output is  a coarse-grained summary of  
the input graph, with super-nodes representing groups of nodes with similar interaction 
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patterns and super-edges represent groups of interactions between members of super-
nodes.  The cost of this summary can be formulated in terms of the number of single-
edge additions or deletions necessary to recover the input graphs. For module detection 
in genetic interactions specifically, the network of genetic profile correlations, rather 
than individual genetic interactions, has been found useful for determining cohesive 
modules even via hierarchical clustering [8][9].  In particular Ulitsky et al. achieved 
better results using clustering models biased toward strong profile correlation within 
modules versus strong intra-modular “monochromatic” alleviating interactions[10], 
despite the known enrichment of such interactions in protein complexes. All of these 
methods partition a network into non-overlapping clusters.  However, as many genes 
participate in multiple biological processes, it has been recognized that a more general 
approach, allowing clusters to overlap (so that multiple genes may participate in any 
number of distinct clusters), would facilitate the identification of clusters of genes which 
are biologically more meaningful, and possibly exhibit higher functional coherence. 

The need for clustering algorithms that explicitly model overlap was first proposed 
by Palla et al. [11].  Their algorithm for identifying overlapping clusters, CFINDER, 
is based on identifying overlapping k-connected subgraphs between maximal cliques, 
using a simple combinatorial definition of cluster which applies only to unweighted 
networks. The algorithm has exponential running time on dense graphs, making it 
impractical for analysis of genetic interaction networks, which are weighted, dense 
graphs. More recently Wang et al. proposed HACO[7], an algorithm that extends av-
erage-linkage hierarchical clustering to allow clusters to be re-used in multiple ag-
glomerative iterations, producing a lattice which can be used to induce overlapping 
clusters which are similar in cohesion.  It cannot be used to find overlaps between 
clusters of widely differing cohesion due to an exponential increase in the number of 
clusters which must be considered. 

Some pre-existing methods designed to find modules with particular characteristics 
operate by repeatedly seeding a search from a single node (as in MCODE[2]) or inte-
raction (as in the within/between-pathway model of Kelley and Ideker [12], using a 
similar search algorithm to Sharan et al[13]).  Implicit overlaps may exist in the cu-
mulative output and highly-overlapping modules are identified using a threshold of 
overlap with a higher-scoring module – overlaps are viewed as redundancies and not a 
targeted feature of optimization.  Finally, the MCL algorithm can occasionally pro-
duce overlapping clusters around exact symmetries; on the real data used in this study 
no such overlaps were observed. 

In this paper we present CLOVER (CLustering with OVERlap), a novel method 
for clustering weighted networks into overlapping clusters. CLOVER combines the 
ability to deal with large, weighted networks via local search optimization. We have 
applied our method to two large-scale genetic interaction networks [1][8] and CLOV-
ER was able to identify many clear instances of overlapping modularity in this data-
set.  We demonstrate that the modules identified by CLOVER show significant 
enrichment for known functional annotations, on par with previously published re-
sults, while the overlaps between clusters identify genes which indeed link distinct 
biological processes.      
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The CLOVER cost function generalizes this simple cost function in two ways. 
First, we deal with weighted networks by applying a penalty to missing and cross 
edges proportionate to their weights.  For simplicity we assume that edge weights are 
scaled to lie in the interval [0,1].  For all edges within clusters we apply a penalty that 
is proportionate to 1 minus the weight: a cluster-internal edge with zero weight is as-
signed the “full” penalty while an edge with the “full” weight is assigned zero penal-
ty. Conversely, for cross edges the penalty is directly proportional to the weight.  

The second generalization deals with overlapping clusters, which requires modifi-
cation of the cross-edge definition, as a single edge may be internal to one cluster, 
while crossing between several pairs of others.  Our solution is to regard each penalty 
applying to an edge ሺݑ,  ݑ ሻ as being calculated twice: once from the perspective ofݒ
and once from the perspective of ݒ.  Then for each cluster containing ݑ, we apply a 
“cross-edge” penalty if ݒ is not also in that cluster, and a “missing edge” penalty oth-
erwise.  The penalties are divided by the number of clusters containing ݑ. Figure 1 (b) 
illustrates the application of this cost function to an example network. 

The formal definition of the cost function is simplified by assuming a complete 
weighted graph where every pair of vertices ݑ,  and is assigned a weight ܧ exists in ݒ
by ߱, which may be 0. We further assume that while a clustering may assign any 
number of nodes to each cluster and vice versa, no node is allowed to be “unclus-
tered” and thus not contribute to the clustering cost defined below.  In practice, very 
small clusters (< 3 nodes) are pruned from the final results. 

Formally, we define a clustering ࣝ of a weighted network ܩ ൌ ሺܸ, ,ܧ ߱ሻ, where ߱: ܧ հ Թ assigns a weight in the range ሾ0,1ሿ to each edge, as a collection of sets ܥ ؿ ܸ, or clusters.  We use the notation ܥ௩ to denote the set of clusters to which a 
vertex ݒ is assigned by ࣝ. 

The cost function is defined as:          ݂ሺܩ, ࣝሻ ൌ  ෍  ሺߙ ൈ ,ݑሺݔ ࣝ, ሻܩ ൅ ሺ1 െ ሻߙ ൈ ݉ሺݑ, ࣝ, ௏אሻሻ௨ܩ  

where      ݔሺݑ, ࣝ, ሻܩ ൌ |௨ܥ|1 ෍   ෍ ߱ሺݑ, ஼ೠא௏ି஼஼אሻ௩ݒ  

represents the total weight of edges ሺݑ,  ݑ ሻ leading “out of” a cluster from vertexݒ
(cross-edge cost), and 

                                       ݉ሺݑ, ࣝ, ሻܩ ൌ ଵ|஼ೠ| ∑  ∑ ሺ1 െ ߱ሺݑ, ஼ೠא஼஼אሻሻ௩ݒ  

represents the total weight “missing” from each cluster containing ݑ (missing edge 
cost). The real parameter ߙ represents a trade-off between the two factors ݔ and ݉, 
across all nodes. 

The cost function calculates, for each vertex ݑ and each cluster ܥ, a penalty for 
each edge ሺݑ, ݒ ሻ. Ifݒ א the penalty is equal to ሺ1 ,ܥ െ ሻሺ1ߙ െ ߱ሺݑ,  ሻሻ. This rewardsݒ
higher-weight edges within the same cluster. If ݒ ב ߙ the penalty is just ,ܥ ൈ ߱ሺݑ,  ,ሻݒ
penalizing higher-weight edges leading out of ܥ from ݑ.  In the absence of overlap, 
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ability to identify functionally cohesive modules while identifying genes working at 
the interface of these functions. 

3.1   Genetic Interaction Data Sets 

Two genetic interaction data sets for S. cerevisiae were used in this study.  The more 
recent and larger SGA (Synthetic Genetic Array) data set is obtained from [1] and 
comprises  more than 5.4 million interactions involving 4443 genes.  The raw genetic 
interactions from that work are modeled after the Fisher definition of epistasis as 
quantitative deviations from the expected multiplicative combination of independent-
ly functioning genes [14], which defines genetic interaction strength as follows: ߳ ൌ ௔݂௕ െ ௔݂ ௕݂ 

ƒa and ƒb denote the single mutant fitness of gene a and gene b respectively, and ƒab 
is the fitness of the double-knockout mutant of genes a and b. The Collins et al. 
EMAP (Epistatic Mini-Array Profile) data set [9] is an earlier yeast double-knockout 
array, including 743 genes.  While there is some overlap between the 
genes/interactions in these studies, they are independent and use different statistical 
techniques to compute interaction scores.  

Both data sets consist of a matrix of scores, with each row corresponding to a 
query gene, and each column to one single-knockout library gene with which each 
query was crossed.  A positive score indicates greater fitness in the resulting double 
mutant than expected according to a model based on single-knockout fitness measures 
for each of the two genes individually; such interactions are denoted alleviating. A 
negative score indicates lower fitness and is denoted aggravating [1].  In both data 
sets some individual scores are missing from the matrix.  

Because the individual interaction scores are noisy and incomplete, we use the cor-
relation network of the original interaction data, following the lead of previous studies 
(e.g. [15][9]). Each edge of the network corresponds to the similarity in the interac-
tion profile between the two genes, obtained from the interactions by computing the 
Pearson correlation of each pair of genes’ interaction profiles across all other genes. 

Positions in the profile where either interaction value was missing were ignored.  
To obtain a complete graph in which all edge weights fall in the interval ሾ0,1ሿ, nega-
tive correlations were truncated to zero values, followed by scaling the remaining 
values linearly so that the highest correlation value is mapped to 1.  We found this 
produced superior results to the two obvious alternatives: taking the absolute value of 
the correlation, and scaling all values into the range [0,1]. 

3.2   Evaluation on Genetic Interactions Networks 

To validate the efficacy of CLOVER for the analysis of genetic interaction data, we 
clustered the correlation networks generated from quantitative interaction data from 
[9] and [1] respectively, as described above. We also obtained clusters using MCL for 
the same networks, over a range of the “inflation” parameter ܫ which determines the 
granularity of the derived clusters. Additionally, a recent study [10] evaluated a num-
ber of other clustering techniques on the data from[9], and we compare our results to 
the best reported result achieved in that study by using genetic interactions alone. 
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3.3   Evaluation of Clusters 

To evaluate the fitness of clusters identified using CLOVER, we tested the enrich-
ment of clusters for known groups of functionally related genes.  For this purpose we 
used all biological process annotations from the Gene Ontology (GO[16]). We consi-
dered a cluster to be “matched” to an annotation or complex if its enrichment was 
significant (P-value൑ 0.05) according to a Bonferroni-corrected hypergeometric test, 
following similar procedures in recent studies[10][6]. 

The number of matches based on this criterion, divided by the total number of clus-
ters, gives a precision value ܲ between 0 and 1 for each clustering compared to each 
benchmark.  The number of matched benchmark groups, divided by the total number 
of groups, gives a recall value ܴ.  These values are combined into the harmonic mean 
F-measure defined as ܨ ൌ ܲ ൈ ܴ/ሺܲ ൅ ܴሻ. 

Table 1. Cluster Enrichment Summary for E-Map Network vs GO Annotations 

Method Precision (P) Recall (R) F-measure 
(P*R)/(P+R) 

#clusters #matches #overlapping 
match pairs 

#nodes in two 
clusters 

Ulitsky et al 0.58 0.31 0.41 48 28 N/A N/A 

MCL ܫ ൌ 4 1.0 0.20 0.33 9 9 N/A N/A 

CLOVER ߙ ൌ 0.45 
0.72 0.32 0.44 53 38 Total: 12 

Matched one-
sided: 2 
two-sided: 6 

138 

Table 2. Cluster Enrichment Summary for SGA Network vs GO Annotations 

Method Precision (P) Recall (R) F-measure 
(P*R)/(P+R) 

#clusters #matches #overlapping 
match pairs 

#nodes in two 
clusters 

MCL ܫ ൌ 4 0.9 0.35 0.51 42 38 N/A N/A 

CLOVER ߙ ൌ 0.65 
0.69 0.4 0.51 189 131 Total: 40 

Matched one-
sided: 3 
two-sided: 8 

138 

 
We compared the performance of CLOVER to MCL, a leading general-purpose clus-

tering algorithm, on correlation networks derived from the Collins et al. EMAP and 
Costanzo et al. SGA data sets. We chose MCL because of its favourable performance 
relative to other methods for clustering of the EMAP data set[10]. For both algorithms 
we obtained the clusterings over a wide range of cluster granularity parameters (ܫ for 
MCL and ߙ for CLOVER), and present the best of these results. The performance of 
CLOVER over the full range of ߙ parameters is described in Results. For the Collins 
EMAP dataset we also compare our results with the clustering obtained by the "Correla-
tion" method of Ulitsky et al.[10], provided by the authors.  Details of the best cluster-
ing obtained with each method, as determined by the corresponding F-measure, are pre-
sented in Tables 1 and 2.  These results show that the CLOVER clustering captures co-
annotated genes as well as MCL on the SGA correlation network, and better than both 
MCL and the “Correlation” method on the EMAP correlation network, with a signifi-
cantly larger number of clusters in each case.  Tables 1 and 2 additionally list the num-
ber of matched overlaps in each CLOVER clustering, as defined in the following sec-
tion.  The number of genes assigned to two clusters is also given; note that at the given 
parameter setting no nodes were assigned to more than two clusters. 
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Fig. 4. Examples of double-sided matching pairs of clusters found by GO annotation mining.  
a) The genes XRS2 and MMS22 both participate in two of the three clusters shown.  b) An ex-
ample of three genes participating in two clusters. 

3.4   Evaluation of Overlaps 

We further assessed pairs of overlapping clusters with respect to the benchmarks ac-
cording to the following criteria.  A two-sided matched overlap is a pair of clusters ܥ,  such that ܦ

• Both ܥ and ܦ are enriched for distinct biological processes (e.g. they are 
both “true positives”) 

• The overlapping region between ܥ and ܦ (i.e. the set of genes assigned to 
both clusters) contains genes which are annotated for both processes  

Similarly, a one-sided match݁݀ overlap is a pair of clusters ܥ,   such that ܦ

• Both ܥ and ܦ are enriched for distinct biological processes 

• The overlapping region between ܥ and ܦ (i.e. the set of genes assigned to 
both clusters) contains genes which are annotated for at least one of these 
processes  

In addition to these categories we also counted the number of simple overlapping 
matches – pairs of clusters, each matching some biological process, which overlap.  
The number of matched overlaps of each kind is included in tables 1 & 2. 

In the remainder of this section, all specific examples of overlapping clusters are 
taken from the clustering of the SGA correlation network [1], using the parameter ߙ ൌ 0.65. Figure 4(a) illustrates two two-sided overlaps. Each of the three clusters is 
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enriched for a distinct subset of the GO biological process categories “negative regu-
lation of DNA metabolic process”, “chromosome organization”, and “DNA double-
strand break formation”.  Both of the genes XRS2 and MMS2 are assigned to multiple 
clusters, and share the annotations for which those clusters are enriched. Figure 4(b) 
illustrates two clusters which share 3 overlapped genes.  While all genes in both clus-
ters are annotated with the broad annotation “localization”, the cluster depicted at left 
is also enriched for “membrane organization”.  Two of the three genes shared by both 
clusters, sec17-1 and uso1-1, are annotated with both biological process categories.  

While this validation of overlaps participating in enriched biological functions is 
encouraging, the definitions of GO biological process annotations are coarse-grained, 
and cannot fully capture the fine distinctions evidenced by genetic interaction profiles 
and their modularity.  Some genes are clearly and strongly connected to multiple clus-
ters, and this can be validated by detailed analysis of the individual genes in each 
cluster. Figure 6 illustrates the intersection of two such clusters, with the CTF4 gene 
assigned to both. One cluster includes genes involved in sister chromatid cohesion, 
while the other contains genes involved in DNA replication.  In particular, the pro-
teins encoded by CTF18,CTF8, and DCC1 form a part of the replication factor C-like 
complex required for sister chromatid cohesion [18][19], while MRC1 & CSM3 gene 
products have been demonstrated present at replication forks [20][21]. 
POL32[22][23], RAD27[24], and ELG1 [25][26][27] are all involved in lagging 
strand DNA synthesis. The CTF4 gene product has also been found to act at replica-
tion forks[28][29][30][31], and in sister chromatin cohesion [19][32][18].  

4   Future Improvements 

Local search provides a great deal of control and flexibility due to the use of an expli-
cit objective function.  Recent work on special models of modularity in genetic inte-
raction networks (e.g. [33][17]) suggest that more complex and domain-specific scor-
ing schemes can be used to model specific types of modularity; we are interested in 
incorporating these models, possibly in combination, explicitly into our algorithm.  

 

Fig. 5. Clusters overlapping at CTF4. The cluster depicted at left contains genes involved  
in sister chromatid cohesion. The cluster depicted at right contains genes involved in DNA  
replication. 
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This flexibility comes at a cost in computational complexity; currently our imple-
mentation takes roughly 6 hours to produce the reported results on our Dell Xeon-
based servers, compared to e.g. under 20 minutes for MCL which does not perform 
explicit optimization.  A common approach to this kind of intractability is to use a 
faster, unspecialized (and possibly non-overlapping) clustering method as a pre-
processing step to reach a clustering which is “nearer” to optimal than a random or 
trivial starting point.  Speeding up the algorithm in this way will allow faster explora-
tion of different parameters and objective function variations. 
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