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Abstract

We study the question of which optimization problems can be optimally or approximately
solved by “greedy-like” algorithms. For definiteness, we will limit the present discussion to some
well-studied scheduling problems although the underlying issues apply in a much more general
setting. Of course, the main benefit of greedy algorithms lies in both their conceptual simplicity
and their computational efficiency. Based on the experience from online competitive analysis,
it seems plausible that we should be able to derive approximation bounds for “greedy-like”
algorithms exploiting only the conceptual simplicity of these algorithms. To this end, we need
(and will provide) a precise definition of what we mean by greedy and greedy-like.
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1 Introduction

1.1 The problems

Given its conceptual simplicity and computational efficiency, one often first tries to solve a combina-
torial optimization problem by a greedy algorithm. It is also well accepted that many optimization
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problems require more sophisticated approaches in order to obtain a good (worst case) approxima-
tion algorithm. But clearly in order to prove that a greedy or greedy-like approach will not yield
a good approximation we need a precise definition for the intuitive concept of a greedy algorithm.
It is also our belief that precise definitions and lower bound studies can help in the development
of new algorithms. Our formalization is based on the order in which inputs are considered and
hence it is important to first specify what are the inputs for a given problem. In this paper we
consider various scheduling problems where there is a rather obvious and natural notion of an input.
However, we also argue that the study of greedy approximation algorithms initiated here can be
extended to other problem domains.

We consider the problem of scheduling jobs on parallel machines for various objective functions.
Let m denote the number of (identical) machines available. For the basic maximization problem
considered here, a job is characterized by a tuple of non-negative numbers J; = (r;, d;, pj, w;), where
r; denotes the release time, d; the deadline, p; the processing time, and w; the weight (or profit)
of the job. Given a sequence of jobs, the algorithm is allowed to reject jobs, but will only benefit
from accepted jobs. Letting A denote the set of accepted jobs, the value of the objective function
is W(A) =3 s;eaw;- The algorithm must return a feasible schedule, which is an assignment of
each accepted job J; to a start time s; on one of the m machines, such that no two jobs assigned
to the same machine will overlap, i.e., [si, s; + p;) N [s5,8; + p;j) = @ for two different jobs J; and
J; assigned to the same machine. (If one job starts at the time when another job finishes, it is
not considered an overlap.) For every job, the assigned start time s; must satisfy r; < s; and
sj +pj < d;j. We do not consider preemptive schedules, so a job must be run to completion from
the assigned start time. Using the notation of [25, 30], the job scheduling problem for m identical
machines is expressed as P|rj|>" w;U; when the number of machines is also a variable parameter
of the input. We will devote much of our attention to the special case of interval scheduling for
which p; = dj — r;. For both of the interval and job scheduling problems, one can consider the
following standard weight functions:

e Unit profit: w; = 1 for all jobs J;

e Proportional profit: w; = p; for all jobs J;

e Arbitrary profits: w; arbitrary
For a minimization problem, we consider the classical makespan problem. Namely, a job J; has a
size p;, and every job must be scheduled. The load on a machine is the sum of the sizes of jobs

scheduled on that machine. The objective is to minimize the maximum load on any machine. Again
using the standard scheduling notation, the makespan problem is expressed as P| |Cryax-

1.2 The class of greedy and other priority algorithms

For the scheduling problems of concern in this paper, we wish to abstract the main properties that
constitute deterministic greedy-like algorithms !. First, greedy algorithms satisfy an “incremental

!We will concentrate on deterministic algorithms in this paper. All of our algorithm classes can be extended to
permit randomized algorithms but (with one exception) that is beyond the scope of this paper. In Section 5.3, we do
mention one randomized algorithm, introduced only for the purpose of discussing greedy vs non-greedy scheduling.



(by) priority” property in that the schedule is constructed incrementally with each input being
considered once. To determine in which order the input jobs should be considered, the algorithm
assigns a total ordering to the set of all possible jobs.

Sometimes we will describe the ordering of inputs by a priority function 7 mapping the set of all
possible jobs to the reals, where the input job with the highest priority must be handled by the
algorithm first 2. One class of algorithms, FIXED PRIORITY, decides this total (unchangeable)
ordering before any job is scheduled and the ordering cannot be changed. For S an input sequence
of jobs, the structure of a FIXED PRIORITY algorithm is then as follows:

FIiXED PRIORITY
Ordering: Determine, without looking at S, a total ordering of all possible jobs
while not empty(S)

next :=index of job in S that comes first in the ordering

Decision: Decide if and how to schedule job Jpezt, and remove Jyeqr from S

We emphasize that the (non-preemptive scheduling) decision made in each iteration of the algorithm
is irrevocable 3. It should also be understood that the algorithm has an internal state on which the
decision is based. At one extreme, the state can record just the configuration (of the machines)
for the scheduled jobs, disregarding jobs not scheduled. In the terminology of online algorithms,
these might be called memoryless algorithms. (In an adaptive memoryless algorithm, the ordering
or priority function used in each iteration is also just a function of the configuration and not the
entire history.) At the other extreme the state can record all jobs seen thus far whether or not the
job was scheduled.

We now define a more general class of algorithms, ADAPTIVE PRIORITY, where it is possible to
specify a new ordering (on the set of all possible jobs) after each job is processed; this ordering can
thus depend on jobs already seen, but not on future jobs. We again emphasize that the decisions
made by the algorithm are irrevocable, and are based on an internal state. An ADAPTIVE PRIORITY
algorithm then has the following structure:

ADAPTIVE PRIORITY

while not empty(S)
Ordering: Determine (without looking at S) a total ordering of all possible jobs
next :=index of job in S that comes first in the ordering
Decision: Decide if and how to schedule job Jezt, and remove Jyeqt from S

Clearly, the fixed priority algorithms are a special case of adaptive priority algorithms and we
will hereafter identify the concept of greedy-like algorithms by the class of (adaptive)

%We assume that when ordering the jobs, each job includes an integer “identifier”. This allows us to have multiple
copies of jobs which would otherwise be identical. It also allows us to discuss the online setting as follows: we only
consider adversaries that present jobs whose identifiers are strictly increasing, and we insist that algorithms prioritize
the jobs according to the identifier. Note that we are not insisting in general that adversaries, when presenting a set
of n jobs, must choose jobs with exactly the identifiers {1,--- ,n}. It is not clear to what extent results still hold
with this weakened adversary.

3In the concluding section, we briefly discuss how we might define priority algorithms in the context of scheduling
problems that allow preemption.



priority algorithms. We argue that “greedy algorithms” satisfy an additional property. Namely,
we claim that a greedy algorithm is not only fixed or adaptive priority but moreover, a greedy
algorithm makes its irrevocable decision so that the objective function is optimized as
if the input currently being considered is the final input. For the case of the job scheduling
profit problem, since the value of the objective function is completely determined by the subset
of scheduled jobs, a greedy algorithm must accept and somehow schedule the current job if it can
be scheduled. For the makespan problem, the greedy criteria forces the algorithm to schedule the
job so as to minimize the current makespan after scheduling the job. For identical machines, one
particular greedy decision is to schedule the job on a currently least loaded machine. In general,
there can be many possible greedy choices.

Within the priority algorithm framework, it is natural to ask whether or not the greedy restriction is
really a restriction. In the special case of online algorithms, there are many problems where greedy
algorithms provably yield bad approximations (i.e. competitive ratios much worse than what is
obtained by the best known online algorithms). It seems plausible then that greediness should also
be restrictive for priority algorithms, or at least for the case of fixed priority algorithms. We give
some evidence in Corollary 4 and Theorem 9 that the greedy condition is indeed a restriction for
the class of fixed priority algorithms.

For the job scheduling profit problem considered in this paper, one might conjecture that it is
always possible to convert an adaptive algorithm to be greedy by simply changing the ordering so
that a job which would not be accepted is given low priority. However, we have only been able to
prove such a result for memoryless algorithms. On the other hand, we do not have any example
where a non greedy adaptive algorithm provably (or even apparently) yields a better approximation
ratio than what can be obtained by a greedy algorithm. We state the following result in terms of
the job scheduling problem but note that it holds for any problem where the subset of accepted
jobs determines the value of the objective function and the objective function is “monotone” in the
solution®.

Lemma 1 For the job scheduling profit problem, any memoryless adaptive priority algorithm can
be converted to a (memoryless adaptive) greedy priority algorithm which achieves at least the same
profit.

Proof Intuitively, the priority function can be modified to give the lowest priority to any job that
would be rejected by the decision criteria. These lowest priority jobs can then be scheduled at the
end (if still possible) and this will only increase the profit. We need to show how to simulate (in
each iteration) any non-greedy memoryless algorithm A by a greedy memoryless algorithm A’.

Rather than “consider” a job that would not be scheduled, algorithm A" will give this job a low
priority (i.e. a priority lower than any job that would be scheduled now). Moreover, algorithm
A" must also guarantee that a job that would have indeed been considered but not scheduled will
continue to receive low priority in subsequent iterations. The idea is as follows. When we give a
priority (based on the current configuration) to a job J, we can determine (from the configuration)
whether it would now be scheduled and if not we give job J low priority. But how do we ensure

“That is, for a profit (respectively, cost) optimization problem and for any two subsets S and S’ with S C &,
profit(S) < profit(S’) (respectively, cost(S’) < cost(S)).



that if J was considered (and rejected now by A) that we wouldn’t schedule this job later (given
a new configuration)? Since we are assuming a memoryless algorithm, as we start a new iteration
(say having scheduled r jobs), we can reconstruct the order in which we have scheduled jobs

thus far during this stage, say in the order Ji,...,J.. We consider each of the configurations
0,{Nh},{Nh,J2},...,{J1,... Jpr—1}. Then in determining the priority of any job J, we consider its
priority in any of these configurations, say {Ji,...,J;} with i < r, and if it would not be scheduled

in this configuration and the priority of J is higher than J;; 1, then we give J low priority.

We do not know if the same observation holds for adaptive algorithms without the memoryless
constraint. Nor would this observation necessarily hold for other problems (like the makespan
problem) where different ways of scheduling a job clearly changes the value of the objective function.

2 Related results and justification of the model

To the best of our knowledge, a precise definition of greedy approximation algorithms has not
appeared in the literature although many excellent undergraduate texts (for example, see [11]
and [16]) discuss greedy algorithms in a clear manner using illustrative examples. There is an
elegant abstract setting in which greedy algorithms can be formulated, namely that of matroid
embeddings (see, for example, [16] and [33]). Within this framework, it is the choice of the next job
to be considered (i.e. the ordering function) that characterizes the greedy nature of the algorithm.
That is, the algorithm (adaptively) chooses its next job so as to optimize the objective function
(as if this were the last input). Clearly this kind of greedy algorithm is a special case of our
adaptive algorithms. More specifically, we regard our 2-approximation adaptive algorithm CHAIN
(for maximizing the processing time of intervals scheduled on two machines; see Theorem 5) as a
greedy algorithm whereas a more restrictive view would require the algorithm to use a LPT (longest
processing time) priority rule which only achieves a 3-approximation. Similarly, for the makespan
problem, the more restrictive view would necessitate a SPT (shortest processing time) rule whereas
LPT provides a provably better approximation ratio. Since the emphasis of our work is to establish
that interesting bounds can be established for priority algorithms, our lower bounds are stronger
by allowing any priority function.

The reader might ask why our priority algorithm definitions require the algorithm to order all
possible jobs rather than just the set of actual input jobs. Obviously, an algorithm which can
arbitrarily order a fixed set of jobs can choose an ordering relative to which there is an optimal
(and greedy) scheduling of the jobs. Hence some restriction on how the jobs can be ordered is
necessary. One possible restriction is to allow only certain ordering algorithms, for example, where
the ordering is determined by a binary comparison tree. Informally, we claim that such restrictions
on the ordering can be modeled within our framework.

Our priority algorithm framework can be viewed as a generalization of online algorithms 5. In the
context of online algorithms, the question as to what is greedy or “greedy-like” has been (at least

®Here we speak of online algorithms in the sense of what Sgall [37] calls “one by one” online algorithms which is
the usual meaning within the area of competitive analysis. See also Footnote 2.



implicitly) considered. For example, consider the following quote in the survey by Karlin and Irani
(p- 528, Chapter 13 in [27]): “In a somewhat vacuous sense, all online algorithms are greedy, since
an online algorithm is defined by a function f of the current request, the current state, and the
history.” However, they recognize that most people would view many on-line algorithms as being at
best greedy-type but not greedy. And thus they go on to say: “Nonetheless, there are some natural
greedy-type algorithms that work well in certain situations.” Although we would not completely
agree with their assessment of what constitutes a “natural greedy-type” algorithm, their comments
are very much in the spirit of the definitions we are advocating. We take a very restrictive view
of the meaning of greedy but our definition of priority algorithms (applied in the online setting)
seems to capture what they mean by “greedy-type”. More specifically, we would argue that the
work function algorithm (WFA) is not a greedy algorithm. In fact, for the K-server problem we
would say that the only greedy algorithms are those that move a closest server to serve a request.
Similarly, we do not view the 2 — ¢ competitive algorithms for the makespan (also called load
balancing) problem on identical machines (nor the more competitive algorithms for non-identical
machines) as being greedy. Our work is motivated to some extent by lower bounds in competitive

analysis which are generally derived without any complexity considerations ©.

Our framework should be compared with Charikar et al. [14]; they consider online “incremental
clustering” algorithms that must make irrevocable decisions (whether to insert a new input into
an existing cluster or to merge two existing clusters) on a sequence of inputs 7 , but they do not
allow the algorithm to determine the ordering of the inputs. Note that our notion of “greedy” is
more constrained than that of [14]. The online lower bounds of Charikar et al. for minimizing the
maximum diameter can be contrasted with the approximation ratio of Gonzalez’s [22] algorithm
which can be viewed as an example of an (offline) priority algorithm in the context of hierarchical
clustering. The Gonzalez [22] clustering algorithm is greedy when the objective function is to
minimize the maximum radius.

Have we captured the full power of greedy and greedy-like algorithms by these priority algorithms?
Our priority algorithm definition is based on a “one input per iteration” framework. An alternative
greedy or greedy-like framework is possible for various “hierarchical problems”. In this alternative
framework, an algorithm initially constructs a trivial partial solution and then on each iteration an
irrevocable refinement is made. For example, in incremental clustering (into say k clusters) we can
start with each point as its own cluster and then in each iteration two (or more) clusters are merged
and the algorithm continues until there are only k clusters. Similarly, in Huffman coding we start
with each symbol as a single node prefix tree and in each iteration we merge two prefix trees and
continue until there is only one prefix tree. In order to put this alternative framework into our
priority framework, we can extend the definition of priority algorithms so that the decision function
can look at (say) the next two highest priority inputs and make an irrevocable decision about the
highest priority input (or the two highest priority inputs). In the case of Huffman coding, it suffices
to consider a fixed priority algorithm with this limited lookahead. We claim that some of our lower
bounds can be modified to give (weaker) bounds in this extended model and we provide one such
result in Corollary 2. Returning to our “one input at a time” priority algorithm framework, it is not
difficult to consider more complex kinds of priority functions depending on additional information
rather than just the individual inputs. For example, we could allow the priority and/or scheduling
functions to depend on n, the number of inputs (or possibly depend on simply computed values

5The main exception are a few results concerning memoryless algorithms. [10]
"Some greedy clustering algorithms only assume that an input is specified by its location in (say) Euclidean space
while other clustering algorithms assume that each input specifies the vector of distances to each of the other inputs.



max; p;

min; p; ?
of additional information that might be provided to the algorithm. It is perhaps impossible to find
one tractable definition that would subsume anything greedy-like. However, we claim that most
of the common algorithms we call greedy seem to satisfy our priority algorithm definition and this

basic definition provides a natural starting point to begin our development.

such as ) p;, maxp;, > wj, etc.). (See Section 4.) There is, of course, no limit to the kinds

3 Specific results

3.1 Notation and basic definitions

For an algorithm A we use A(S) to denote the performance of A on an input sequence S. The
optimum value on the sequence S is denoted by OPT(S). For a maximization problem, A is said
to be a p-approzimation for the problem, if p - A(S) > OPT(S) for all input sequences S. For a
minimization problem, A is said to be a p-approzimation for the problem, if A(S) < p- OPT(S).
Note that in both cases p > 1. For a set of jobs S, we let W(.S) denote the sum of the profits of jobs
in the set. When discussing performance ratios, we often refer to OPT as an optimal algorithm. For

the arbitrary profits case, we let §; = %, i.e., the profit per unit size, A = E?I’l‘:g:, and § = min; §;.

3.1.1 Interval Scheduling

Even for arbitrary profits this problem can be optimally solved in polynomial time using network
flows [3]. We will provide approximation lower bounds for priority algorithms, thereby showing
that network flows cannot be seen as priority algorithms. In contrast, for the simpler unit profit
version there is an optimal priority algorithm. (See [13] and [19].)

Unit profit FIXED PRIORITY | ADAPTIVE PRIORITY
GREEDY allm p=1
(not necessarily greedy)

For proportional profit we cannot achieve optimal profit by priority algorithms. In this case, the
best fixed priority algorithm is LPT (“longest processing time” first) which is a 3-approximation
algorithm. We summarize our results for proportional profit as follows.

Proportional profit | FIXED PRIORITY | ADAPTIVE PRIORITY
. m even p<2
GREEDY allm p=3 m=2 156<p
(not necessarily greedy) m=2 2<p m=1 p=3

For arbitrary profits, we show that not even the strongest adaptive class contains an algorithm
with a constant approximation ratio.



Arbitrary profits FIXED PRIORITY ADAPTIVE PRIORITY
GREEDY allm p>A
(not necessarily greedy) | m >log(A) p € O(logA) allm p € w(l)

3.1.2 Job Scheduling

The more general job (not just intervals) scheduling profit problem is strongly N P-hard even for
the case of one processor and unit profit [21]. Bar-Noy, Guha, Naor and Schieber [7] analyze an
adaptive greedy interval scheduling algorithm that achieves a %-approximation for unit
profit job scheduling on m identical machines. The algorithm schedules one machine at a time.
Whenever a job completes, the next job to be scheduled is that job (if any) which can be completed
soonest 8. Note the adaptive nature of this algorithm since (except for the first job which is chosen
so as to minimize r; + p;), the next job to be considered depends on the completion time of the
previous job scheduled. We show that for one machine, no (adaptive) priority algorithm can achieve
an approximation ratio better than 2, thus matching the Bar-Noy et al. upper bound. We also
show that the simple fixed priority algorithm SPT (“shortest processing time” first) is within a
factor of 3 from the optimal algorithm.

For proportional profit and arbitrary profits, all of the interval scheduling lower bounds clearly still
hold. It is also the case that LPT becomes a 4-approximation algorithm for proportional profit.

Unit profit FIXED PRIORITY ADAPTIVE PRIORITY
m=1 p<2
GREEDY allm p<3 m general p < %
m — 00 p < e%l ~ 1.58
(not necessarily greedy) m=1 2<p

3.1.3 Makespan

The makespan problem P| |Cpayx is strongly NP-hard [21]. Using the concept of a “dual approxi-
mation algorithm”, Hochbaum and Shmoys [26] provide a polynomial time approximation scheme

81t is easy to view the Bar-Noy et al algorithm as an adaptive greedy priority algorithm. In each iteration, the
ECT (earliest possible completion time) algorithm will give higher priority to jobs which can be scheduled on the
current machine. When applied to interval scheduling on one machine, the ECT algorithm becomes the optimal
EDD (earliest due date) algorithm and the Bar-Noy et al. algorithm for identical machines becomes EDD using a
first fit rule when there is more than one machine that can accept the interval being considered. For one machine,
the ECT greedy algorithm was previously analyzed to be a 2-approximation algorithm in closely related settings
by Adler et al [1] and Spieksma [38]. More specifically, Spieksma considers the JISP problem where a job is a set
of intervals in which a job can be scheduled. In its most general version, the intervals associated with each job
can have different processing times and profits. Bar-Noy et al [7] and then Erlebach and Spieksma [18] consider a
“one-pass” algorithm for the weighted job scheduling (respectively, the weighted JISP) problems and derive constant
approximation bounds. This one-pass algorithm and the two-pass algorithms of Bar-Noy et al [6] and Berman and
DasGupta [9] are not priority algorithms as intervals can be removed (i.e. the decision to schedule an interval is
not irrevocable). Hence they do not contradict the non-constant approximation lower bounds we derive for arbitrary
profits.



(PTAS). Using dynamic programming, Sahni [35] exhibits a fully polynomial time approximation
scheme (FPTAS) for any fixed m. In this paper, we will be particularly interested in the per-
formance of LPT (Longest Processing Time first) which belongs to the class of FIXED PRIORITY,
GREEDY algorithms. In his classical paper, Graham [23] showed that the online greedy list schedul-
ing algorithm (LS) has an approximation ratio of 2 — % The input sequence used to show that
this bound is tight motivates the natural choice of the LPT priority rule. In [24], Graham shows
that LPT has an approximation ratio of 4’;”_1 L. Seiden, Sgall and Woeginger [36] show that LPT is
optimal for 2 machines when the jobs must be considered by non-increasing size, which seems to
be the most natural choice for the class FIXED PRIORITY. For uniformly related machines, LPT
is also a constant approximation algorithm®, whereas for uniformly related machines, the greedy

on-line algorithm (LS) has a 6(log m) approximation ratio [15, 4].

Returning to identical machines, we generalize the result in [36] by showing that for 2 machines
LPT is optimal with respect to all priority algorithms. We also show that LPT is optimal in the
class FIXED PRIORITY, GREEDY for 4 machines.

Finally, we depart from the identical machines model and briefly consider the makespan problem
in the context of the “subset model” (also called, the restricted machines model). In this model,
a job can only be scheduled on some (allowable) subset of the machines. The processing time p;
for any job is the same on any of the allowable machines. This model can be viewed as a special
case of the unrelated machines model with the processing time p;(i) of the 4™ job on machine i
restricted to the set {p;,c0}. In this model, we give some evidence that FIXED PRIORITY greedy
algorithms cannot improve upon the approximation ratio obtainable by the simple online greedy
algorithm.

FIiXED PRIORITY ADAPTIVE PRIORITY
GREEDY m =4 LPT optimal m =2 LPT optimal
(not necessarily greedy) allm p>7/6

4 Adversaries and lower bounds

4.1 The role of the adversary

Clearly, a lower bound on the approximation ratio is “simply” a matter of constructing an appropri-
ate nemesis input set for each possible algorithm (within the class of algorithms being considered).
It is often useful to view this nemesis set construction as a game between an adversary and an
algorithm. In the more specialized framework of online competitive analysis, against a determin-
istic algorithm the adversary can be viewed as constructing the next input after observing the
algorithm’s behavior on the previous inputs. In our setting the role of the adversary is not quite
so powerful.

Let us first consider our basic framework where the priority algorithm “does not know the number

9More precisely, for uniformly related machines, the best known bounds on LPT give an approximation ratio
between 1.52 and 1.583. (See [17] for the lower bound and [20] for the upper bound.)



n (or any other additional information such as ) p;) of input jobs”. That is, neither the priority
function nor the scheduling function depend on n. Consider the class FIXED PRIORITY. We now
view the interaction between the adversary and the algorithm as follows: the adversary presents
a possibly large but finite set S of potential jobs. The algorithm determines a total ordering on
these jobs. The adversary selects a subset S’ C S as the actual input set. Although there will be a
bound 7 on the size of §’, the actual size of S’ depends on the algorithm. That is, the adversary is
free to remove jobs not yet considered by (the scheduling function of) the algorithm. Furthermore,
for the fixed priority class, we can allow (without loss of generality) the adversary to substitute
any job in the total ordering by any number of copies of the job. (See Lemma 2 for details.) The
situation is not much different for the class ADAPTIVE PRIORITY. Even though the algorithm can
change the priority function in each iteration, we can still think of the adversary as adaptively
removing jobs from S so as to derive the actual input set S’. We note that the different views
of the adversary are just for conceptual convenience; since the algorithms are deterministic, the
adversary can determine S’ as soon as the algorithm definition is revealed. In other words, a job
not yet considered has no influence on the priorities given, and therefore we allow the adversary to
remove jobs not yet handled by the algorithm.

Now let us assume that the algorithm knows the exact number n of inputs in the nemesis input
set. In general, we do not know how to convert a lower bound within the basic framework above to
this more powerful class of algorithms (although all of our lower bounds may still hold). However,
we can show that most of our profit maximization lower bounds can be extended to this class of
algorithms. For example, in Corollary 1 we show how to extend the lower bound in Theorem 3
for interval scheduling on one machine with proportional profit. (Note that it is not sufficient to
simply use very small “dummy” jobs as the algorithm can give such jobs highest priority and then
use knowledge of the number of non-dummy jobs to possibly defeat the adversary.) In addition,
most of these profit maximization lower bounds can be extended to the analogous “p-approximation
decision problem”.

4.2 A useful combinatorial lemma

Below we prove a property which will be useful in deriving lower bounds with respect to fixed
priority algorithms. More specifically, we will use this lemma for the makespan problem and in
generalizing lower bounds for interval scheduling from one machine to multiple identical machines.
We will say that according to this lemma the adversary is allowed to copy jobs.

Lemma 2 Let S = (s1,589,...,8,%) be a sequence containing at least k copies of n different job
types. For a given integer m, and k = m - n, a subsequence S’ can be extracted with the following
properties

e All jobs of the same type are adjacent in S’

e The sequence S’ contains exactly m copies of each of the n job types

Proof The subsequence S’ is constructed in n phases. In phase 1, we let P; denote the minimal
prefix of S such that one job type, which we call Ji, is repeated exactly m times. Let S;1 C S\ P,

10



denote the subsequence of the remaining sequence where all occurrences of type J; are removed.
In phase 7 job J; is found by constructing the sets P; and S; from S;_; in a similar way. Let T;
denote the m jobs of type J; from P;. Then, S’ is the concatenation of T; for all ;. The same
job type cannot be picked in two different phases, since it is deleted from the remaining sequence
when it is first chosen. To ensure that every job type will be found in some phase, we claim that
it is sufficient to have mn copies. To see this, consider an arbitrary job type J; in the worst
case, this job type is picked in the last phase. At most m — 1 copies are removed of job type J
in each of the n — 1 preceding phases and m copies must be left for the last phase. Therefore
k= (m—1)(n —1)4+m < mn copies of job type J in the original sequence suffices to find every
job in exactly one phase. O

When using this lemma, instead of removing jobs, we actually substitute with jobs of sufficiently
small profit (most often small jobs). In this way the indices of jobs staying in the sequence are the
same. This will only be done in cases where the addition of these sufficiently small jobs does not
change the objective function considerably.

5 Interval Scheduling

As we shall see in this section, the results for Interval Scheduling are quite different for the various
profit models. In particular, it is well known that there is an optimal algorithm for the unit
profit model in the weakest class of priority algorithms. However, for arbitrary profits, the picture
changes dramatically. In this profit model, there does not exist a priority algorithm with a constant
approximation ratio. The proportional profit model provides a nice intermediary case where we
can obtain non-trivial constant approximation factors.

5.1 Unit profit

When each interval has profit 1, the objective function is the number of intervals accepted. The
algorithm considered below sorts the intervals according to increasing deadline. Looking at the
machine on which a job is scheduled, all other intervals already in the schedule occur earlier. This
creates a gap, which is the unused space just before the start time of the interval just scheduled.
When assigning an interval to a machine, the Best-Fit scheduling rule chooses the machine on which
the least gap is created. (Ties are broken arbitrarily.) The following theorem was independently
shown in [13] and [19].

Theorem 1 The FIXED PRIORITY algorithm considering the intervals by increasing deadline and
using a Best-Fit scheduling rule is optimal for interval scheduling with unit profit.

11



5.2 Proportional profit

We now consider proportional profit, where the profit of an interval is equal to the processing time
and the objective is to maximize the sum of profits of intervals accepted. Let S be an input sequence.
For notational simplicity, we let S be the indices of the jobs (= intervals). However, for readability
we still refer to the i job as J;. We call a partial function o : S — {1,2,...,m} U {nil} a partial
schedule, if for all distinct 7,7 € S such that o(i) and o(j) are defined and o (i) = o(j) # nil, there
is no overlap between the two intervals J; and J;. Jobs mapping to a number are called accepted
jobs, while jobs mapping to the special value nil are called rejected jobs. The set of jobs accepted
by o is denoted by A(c), and the profit W (o) of a partial schedule ¢ is the sum of the profits of
the accepted intervals, W (A(c)). A (total) schedule ¢ is a partial schedule that is defined on all of
the input S. We say that a schedule o’ extends a partial schedule o, if o’ agrees with o wherever
o is defined.

Below we analyze the LPT (“longest processing time”) algorithm 9. It uses m; = w; = p;, i.e.,
sorts the jobs by non-increasing size. When a job can be scheduled this is done on an arbitrary
machine. Having sorted the jobs, we can assume that p; > po... > p,.

Theorem 2 The fixed priority, greedy algorithm LPT which schedules intervals by non-increasing
size is a 3-approximation (for all m) for interval scheduling with proportional profit. (That is, for
the problem P|p; =d; — ;| p;Uj.)

Proof Let S be an input sequence. We prove the following claim by induction on the number of
jobs scheduled:

CLAIM: After considering k jobs and obtaining a partial schedule oy, there is a (total) schedule o'
extending oy, such that if X' = A(o') \ A(ok) denotes the set of jobs accepted by o' but not by oy,
then 3W (ox) + W(X') > OPT(S). (Note that since o' extends oy, the jobs in X' have not yet been
considered by LPT.)

To see that an approximation factor of 3 is obtained from this claim, note that when the last job
has been considered, there is no proper extension (i.e. X’ = () and the current profit is therefore
within a factor of 3 of the optimal profit on the entire sequence.

Before any job has been considered, the claim holds trivially. Assume that after considering k
jobs obtaining the partial schedule oy there is an extension o’ of oy such that 3W (o) + W(X') >
OPT(S) for X' = A(o') \ A(ok). Let k + 1 be the next job (index) to be considered by LPT.
If Jx41 is rejected, then the claim is immediate. So assume Jiy1 is scheduled. Let ok, denote
LPT'’s schedule after Ji1; is scheduled, and let m denote the machine where Ji;; was scheduled
by LPT. If k + 1 is contained in A(c’), we let m’ = o'(k + 1) denote the machine on which it was
scheduled in ¢'. There are three cases to consider. In all cases, we specify an extension ¢” of o1
and prove that for X" = A(c") \ A(og+1) we have W(X") > W(X') — 3wg41. This is sufficient
since 3(W (o) + wg41) + W(X") > OPT(S) follows.

10Here we abuse the terminology and use LPT to denote the priority rule as well as any greedy algorithm that uses

this rule. The same rule (and same abuse of terminology) is used in other contexts, such as the makespan problem
which will be discussed in Section 7.1.
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e Case 1: k+ 1 is contained in X’ and m = m/'.
e Case 2: k+ 1 is not contained in X'.

e Case 3: k+ 1 is contained in X’ and m # m/.

If Case 1 occurs, we let ¢” = ¢’. In this case, W(X") = W(X') — w11 > W(X') — Swg1.

For the next two cases, let O be the set of jobs scheduled by ¢’ on machine m that overlap Ji,1. Let
C C O denote those intervals that are completely covered by Ji1. (An interval J; is completely
covered by Jyy1, if [rj,d;) C [rg41,dk+1).) We have W(C) < wgy1. Note also that O\ C will
contain at most two intervals, and each of these have a profit of at most wy; since the intervals
are considered by decreasing sizes. Since ¢” must be an extension of o1, we specify ¢” such that

a"(k+1) =m.

If Case 2 occurs, we define ¢” identical to o', except that ¢”(k + 1) = m and ¢"(j) = nil for all
j € O. Since W(0O) < 3wy 1 by the above remarks, we have W(X") > W(X') — 3wy 1.

If Case 3 occurs, we define ¢” identical to o', except that o”(k + 1) = m and o¢”(j) = m' for
all j € C and 0"(j) = nil for all j € O\ C. Since X" = X'\ ({k+ 1} U (O \ C)), we have
W(X") 2 W(X') = 3wp41. O

For the purpose of studying interval scheduling with arbitrary profits (see Section 5.3), we now
want to consider how well the LPT algorithm performs on m machines when compared against the
optimal way of scheduling the same intervals on m’ > m machines.

Lemma 3 LPT is a p-approximation algorithm using m machines against OPT using m' machines,
for p =3 4 max{0,1— 2}.

Proof For convenience, assume that the m machines used by LPT are disjoint from the m’
machines used by OPT. Let Y be the set of jobs scheduled by both LPT and OPT; let the set of
jobs scheduled by LPT be X UY (where X NY = (), and let the set of jobs scheduled by OPT be
ZUY (where ZNY = (). We will get an upper bound on W (Z) by dividing up the profit of each
job in Z into parts and assigning each part to some job in X UY.

Consider a job J in Z with profit w. Each machine in LPT’s schedule will contain a larger job
overlapping J, since otherwise J would have been scheduled by LPT. Since LPT has m machines,
we assign a fraction % of w to one such job on each of the m machines. Consider the profit assigned
to a job J' in X of profit w'; J' will have at most %’”’ profit assigned from each machine in OPT,
since the jobs on this machine that overlap J' and whose profit is no bigger than w’ will have total
profit at most 3w’. Therefore each job in X has been assigned at most 3%' times its own profit,
and so the total profit assigned to X is at most %X)m’ Now consider the profit assigned to a job
J'in'Y of profit w'; J' will have no profit assigned to it from the machine of OPT on which J' is
also scheduled, and J' will have at most 37“” profit assigned from each of the other m’ — 1 machines

in OPT. Therefore each job in Y has been assigned at most 3% times its own profit, and so the
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1 3 Tg-1 Tg—-1 7 3 1
Figure 1: The “long jobs” from the worst case sequence for any priority algorithm for m = 1.

. . 3W(Y)(m'—1)
total profit assigned to Y is at most ————

W(Z), is at most 3W(;f)m' + 3W(Y27(Lm’—1)_

. So the total profit assigned to X UY, which is

Note that the profit of OPT is W(Y')+ W (Z), and the profit of LPT is W(X)+ W (Y). From above,
we have W (Y) + W (2) < W(Y) + S0 4 SR = (W(X) + W (V) 5+ W(Y)(1 - 3) <

m

(W(X) +W(Y) (3 + max{0,1 - 3}). o

The next theorem and the following corollary show that LPT is best possible among FIXED PRI-
ORITY, GREEDY algorithms for interval scheduling with proportional profit.

Theorem 3 For m = 1, no ADAPTIVE PRIORITY algorithm has an approximation ratio better
than 3 for interval scheduling with proportional profit.

Proof Let € and g be given. The adversary sequence consists of “long jobs” and “short jobs”.
The long jobs are depicted in Figure 1 and consist of 2¢g — 1 jobs, with two jobs for each of the sizes
1,2,...,g — 1, and one job of size ¢q. Every long job overlaps two other long jobs by € except for
the two jobs at the end which only overlap one long job each (also by ¢). Additionally, for each job
J; of size p; the adversary gives 3 non intersecting short jobs of size ’%25 all included within the
interval of job J; and not intersecting the adjacent long jobs. The short jobs relating to job J; will
clearly all fit together on one machine.

The algorithm assigns priorities to the jobs, and we claim that the job with the highest priority, say
J1, must be scheduled even though the algorithm is not greedy. If the first job is not scheduled the
algorithm will not be competitive on the sequence consisting of J; alone. The adversary changes
the sequence such that all jobs not intersecting J; are removed. The optimal algorithm will reject
J1 and schedule all remaining jobs. Depending on the size of job J; there are four cases to consider.

Case 1: Ji is a short job.

Case 2: J; has size = profit 1.

Case 3: J1 has size j, for 1 < j <gq

Case 4: J; has size q.

If Case 1 occurs and the algorithm accepts a small job of profit = size 222 OPT will get a job of

3
) ‘o i
profit p;, and the ratio is at least TERYER
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If Case 2 occurs, OPT will get one long job of profit 2 and three small jobs with a total profit 1 —«¢.
The ratio is w

If Case 3 occurs, OPT will get two long jobs of profits j — 1 and j 4+ 1 and three small jobs with a

total profit 7 — 2. The ratio is (j_l)_"(ﬂ;.l)_"(j_za)

If Case 4 occurs, OPT will get two jobs of profit ¢ — 1 and small jobs with a total profit ¢ — 2¢.
The ratio is 24=1+=2¢)

q
In all cases the ratio is arbitrarily close to 3 by making ¢ sufficiently small and ¢ sufficiently large.

O

Corollary 1 The lower bound of Theorem 3 holds even if the algorithm knows 7 in advance. That
is, the ordering and decision function of the algorithm can also depend on n.

Proof The simplest idea would be to augment the set S used in the basic argument to include
sufficiently many copies of some small interval. This would essentially suffice for greedy algorithms
since we need only consider what the algorithm does on S, safely ignoring the rather worthless
small jobs. But for non-greedy algorithms, the algorithm can use the presence of these small jobs
(giving them the highest priority) to infer the true size of the input set and adjust its behavior
accordingly. We take the following approach. In the basic framework for Theorem 3, we have a
3-approximation lower bound using a set S of potential inputs and the adversary uses at most 6
jobs (intervals) in deriving this lower bound . In the lower bound for the new model, the adversary
will always present exactly 7 inputs. The adversary makes 3 “independent” clones of the set S,
where “independent” means that the intervals covered by these clones are located at disjoint parts
of the real (time) line. We will then make 5 additional copies of each interval in each clone. We
then observe the first 2 intervals considered by the algorithm. As long as the algorithm rejects an
interval in some clone (i.e. does not schedule it), the adversary (i.e. OPT) accepts the interval and
then eliminates the remaining jobs in the clone. If the algorithm rejected the first 2 intervals it
considered, then the adversary selects 5 copies of a smallest interval in the last clone and accepts
one copy (knowing the algorithm will accept at most one copy). Because the algorithm rejected
2 previous intervals, the desired ratio of 3 is obtained. If the algorithm accepts one of the first
two intervals it considers in one of the clones, then the adversary resorts to the basic argument by
putting up to 5 additional jobs in the input sequence, and filling it up (if necessary) with copies of
the job accepted by the algorithm. O

Motivated by the example of Huffman coding, we give some further evidence of the “robustness of

the priority framework”. Namely we consider an extension of the model and present a lower bound
for this extended model.

Corollary 2 Consider an “extended adaptive greedy priority algorithm” which is allowed to look
at the next two highest priority inputs and then make an irrevocable decision concerning the input
of highest priority. We first consider adaptive greedy algorithms in this extended model which
(if possible) must schedule the input of highest priority. Then the lower bound of Theorem 3
can be modified to show a 2-approximation lower bound. Essentially the same argument yields a
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2-approximation lower bound for any extended fixed priority (not necessarily greedy) algorithm;
that is, an algorithm which considers jobs in some fixed order and has the ability to see the i + 1¢
highest priority job before deciding on whether or not to schedule the i*” highest priority job.

Proof For the input set, we need 2 long jobs (say of size ¢) which have an ¢ intersection and two
sets of ¢ size non-intersecting small jobs. There are (¢ —¢)/e small jobs included within the interval
of each of the long jobs. For a greedy adaptive algorithm, there are two cases to consider and in
each case it is easily seen that the adversary can force the desired bound.

e Case 1: The algorithm first schedules a short job in which case the adversary removes all
“unseen” (i.e. not amongst the two highest priority jobs) short jobs within the same interval
as the scheduled job.

e Case 2: The algorithm first schedules a long job in which case the adversary removes all
unseen short jobs within the interval spanned by the other long job.

The proof is similar for an extended fixed priority algorithm using the same input set. If the highest
priority job is scheduled then the proof is as in the adaptive greedy case. If the highest priority
job is a long job which is not scheduled, then the adversary removes all the short jobs within that
interval (with the possible exception of the second highest priority job). If the highest priority
job is a short job which is not scheduled and the second highest priority job is another short job,
then the adversary removes all other jobs. Finally if the highest priority job is a short job which is
not scheduled and the second highest priority job (say J) is a long job, we can ignore the highest
priority job and then argue as before depending on whether or not J is scheduled. |

Corollary 3 For any m, no FIXED PRIORITY, GREEDY algorithm has an approximation ratio
which is better than 3 for interval scheduling with proportional profit.

Proof Let N denote the number of jobs in the sequence above. The adversary gives mN copies
of each job. Since we consider the class FIXED PRIORITY, the priorities are calculated once before
any job is considered. According to Lemma 2, the adversary is able to extract a sequence with m
adjacent copies of jobs having the same specifications. Since we consider a greedy algorithm, all m
copies of the job with the highest priority must be accepted giving identical configurations on all
machines. O

If we remove the greedy restriction, but still consider FIXED PRIORITY algorithms, an easy extension
of the sequence above gives a lower bound of 2 on the approximation ratio for interval scheduling
with proportional profit.

Theorem 4 For m = 2, no algorithm in the class FIXED PRIORITY (not necessarily greedy) is a
p-approximation for p < 2 for interval scheduling with proportional profit.
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Proof We use the same sequence as in the proof of Theorem 3, but with two copies of each
job. Since we consider the class FIXED PRIORITY, (using Lemma 2 again) we can assume that
identical jobs are adjacent in the total ordering. If the two jobs with the highest priority are both
scheduled, the adversary can remove all jobs not overlapping these jobs from the input sequence.
The performance ratio will be 3 by the proof of Theorem 3. If the second job is rejected by the
algorithm, the adversary can end the sequence and the ratio is 2, since OPT can schedule both of
these jobs. O

We now show that adaption can help. The intuition behind the algorithm can be seen in Figure 2.

M1:
M2:

chain chain

Figure 2: CHAIN-2 for m = 2. Every time unit covered by jobs from the sequence will be covered
by the algorithm by extending the current schedule as much to the right as possible in each step.

At any point in time, the algorithm tries to extend the current schedule building a chain going back
and forth between the machines. For m = 2, we describe a 2-approximation algorithm, CHAIN-2
from the class ADAPTIVE PRIORITY, GREEDY. This algorithm will become a central part of a
2-approximation for an even number of machines. In hindsight, our CHAIN-2 algorithm turns out
to be the exact analogue of a 2-approximation algorithm constructed by Baruah et al. [8] for the
same proportional profit interval scheduling problem in the setting of “real-time online” preemptive
scheduling ''. Our analysis used to prove Theorem 5 follows the analysis used by Baruah et al..

Let m = 2 and let S = (Ji,Jo,...,J,) be an input sequence. Let d; = r; + p; be the finishing
time of job j. The algorithm will alternate between machines when scheduling jobs. Initially, the
algorithm picks a job (=interval) with the earliest release time (ties can be broken arbitrarily but
for definiteness say we break ties in favor of the longest processing time). We will say that a job
Ji properly extends a job J; if r; <1, < dj and d;j < dj). The algorithm proceeds in phases where
during any phase we consider (i.e. give highest priority to) jobs which properly extend the most
recently scheduled job, call it J;(;). If there is a job properly extending J,(;), we choose (i.e. give
the highest priority to) one having the latest completion time. This job is then denoted Inyny- IE
there is no job properly extending J,(;), then we start a new phase by choosing (as done initially)
a job with the earliest release time larger than dy,(;). If we cannot start a new phase (i.e. there are
no jobs with release time larger than dn(i)), then the algorithm terminates. (Formally, the analysis
can assume no other jobs are scheduled but in order to view this as a greedy adaptive algorithm,
the algorithm can greedily schedule the remaining jobs in any order.)

We first show that the algorithm produces a feasible schedule.

Lemma 4 If J,; 1) properly extends J,(;), then it can be scheduled having already scheduled
In(1)s -+ s In(s)-

1Tn contrast to the concept of online algorithms as used in competitive analysis, the more classical scheduling
literature uses online algorithms to denote those algorithms that make decisions at any time ¢ based on knowledge of
all jobs that have been released by time t. To avoid ambiguity, we refer to such algorithms as being real-time online.
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Proof By a simple induction on i, it is easy to see that d,1) < dyp2) < ... < dpiy1)- I Jng)
started a new phase then the lemma clearly holds. So assume J,(; ;1) properly extends J,;). We
need only show that 7,41y > dyi_1). But if r;41) < dyy(i-1), and Jy,(;4.1) properly extends J,;,
then Jy,(; 1) properly extends Jy,; 1) and since dy,(; 1) < dp() < dyp(iy1)s Jn) would not have been
the furthest extension of J,,;_1) contradicting the definition of the algorithm. O

For convenience we consider all release times and deadlines to be integers.!? Before we prove that
CHAIN-2 is a 2-approximation for m = 2, we prove a lemma saying that the algorithm will schedule
jobs in all time units covered by the input sequence.

We use the term density for the number of jobs covering a time unit, and let d(S,t) = |{J; | [t,t+1) C
[ri,d;)}|. Similarly, we use C2(S,t) to denote the number of jobs CHAIN-2 has scheduled covering
time [t,t 4+ 1). (We will refer to this time unit as slot ¢.)

Lemma 5 For m =2, V¢ : if d(S,t) > 1, then Cy(S,t) > 1.

Proof Suppose some job Ji covers a time slot [t,¢ + 1). If CHAIN-2 schedules this job then this
slot is clearly covered. If Jj is not scheduled by CHAIN-2, we prove by cases that CHAIN-2 covers
this slot.

1. For some ¢ > 1, ry(5y < 1 < dp < dy(). In this case, Jy(;) covers slot &.

2. For some i > 1, Jj, properly extends Jy,(;y. If t < dy(;), slot ¢ is clearly covered by CHAIN-2.
Otherwise, by the way CHAIN-2 chooses J;,(;;1) in a phase, dy < d,(;;11) and again slot ¢ is
covered.

3. For some i > 0, dy;) < 1 < Tp(ig1). But since dyy < 7y(;41), @ new phase has started and
Tk < Tn(i+1) contradicts the way a job is chosen to start a new phase. (For 4 = 0, we assume

4. CHAIN-2 has scheduled a total of (say) g jobs and dy,(g) < 7%. But then Ji (or some other
job) would have been scheduled so that there would have been more than ¢ jobs scheduled.

Theorem 5 The algorithm CHAIN-2 is a 2-approximation for m = 2 for interval scheduling with
proportional profit.

Proof Similar to the above definitions, we let OPT(S,¢) denote the number of jobs scheduled by
OPT covering the time unit ¢. It is easy to see that d(S,t) > OPT(S,t). From Lemma 5 we get
2C5(S,t) > OPT(S, 1), for all ¢. Since OPT(S) =), OPT(S,t), we get 2C2(S) > OPT(S). a

2To be precise, we could instead look at points in time. All sums in the proof would instead be integrals.
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We now define CHAIN which is a 2-approximation for an even number of machines. CHAIN also
belongs to the class of greedy adaptive algorithms. CHAIN uses CHAIN-2 as a subroutine on pairs
of machines. First, CHAIN-2 is run on the input sequence using machines 1 and 2. In this process
some jobs are scheduled and removed from the sequence. Let S; denote the remaining sequence.
Then, CHAIN-2 is run on 57 using machines 3 and 4, returning the sequence Ss, and so on. In total
CHAIN-2 is run % times, each time using a new pair of machines. Clearly, CHAIN is an adaptive
priority algorithm and its greediness is insured by Lemma 5.

Theorem 6 The algorithm CHAIN is a 2-approximation for m even for interval scheduling with
proportional profit.

Proof Let ¢t be arbitrary. We use C(S,t) for the number of jobs scheduled by CHAIN covering
[t,t+1). In each run CHAIN-2 uses two machines and the decrease in the density of remaining jobs
in time unit [¢,¢ + 1) is at most two. Write the density as d(S,t) = 25 or d(S,t) = 2j — 1 for some
integer j. Since CHAIN-2 will schedule at least one job in [t,¢ + 1) if d(S,t) > 1 by Lemma 5, we
get C(S,t) > j. The theorem is proved by observing that d(S,t) > OPT(S,t) for all ¢. a

One reason that greedy algorithms are desirable is due to their efficiency. An algorithm using a fixed
priority scheme will most likely base this priority on (some kind of) sorting and each step tends to
be very efficient (i.e. O(1) or O(logn)). Typically then, the total complexity bound is O(n logn).
This is not necessarily true for adaptive algorithms, since the priorities must be recomputed at
every state. However, the above algorithm can be implemented in time O(nlogn) and space O(n)
using an augmented balanced binary search tree in a standard way '3.

Figure 3: Lower bound for an adaptive, greedy algorithm for m = 2.

Theorem 7 For m = 2, no ADAPTIVE PRIORITY GREEDY algorithm is a p-approximation algo-
rithm for interval scheduling with proportional profit, if p < 1+ @ ~ 1.56.

Proof Let € > 0 be given. We use three job sizes: 1,z = ‘/q_?’ ~ 0.28, and y = 1_425. Note that
y < z. Two copies of each of the jobs shown in Figure 3 are presented to the algorithm. The job
of size 1 overlaps each of the jobs of size by €. Consider the decision tree with two decisions in
Figure 4. If a job of size x or y is picked as the first or second job chosen by the algorithm, we
end up in Case 2, otherwise we end up in Case 1. If Case 1 occurs, OPT will reject the jobs of
size 1 and the ratio is 2((1_225 )+22) _ 1+2”f_25. If Case 2 occurs, we instead consider the sequence
counsisting of the job(s) picked by the algorithm and the jobs of size 1. In this case, OPT accepts
two jobs of length 1, while the algorithm accepts at most 1 + z, since y < z. The ratio is at least

13Without loss of generality, we assume m < n.
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le' Equating these two expressions, we find that the maximum value is obtained for z = \/q_g.
Inserting this value of = into the ratios above, we get the claimed lower bound, since ¢ can be
arbitrarily small. O

Case 2

Case 1

Figure 4: Decision tree with two decisions for an adaptive, greedy algorithm for m = 2.

5.3 Arbitrary profits

Recall, that for each job J; we define §; = %, i.e., the profit per unit size, A = %jg, and

6 = min,; §;. Note that the case of proportionall profits is precisely the special case of A = 1. It
follows that any p-approximation algorithm for proportional profits is also a p - A-approximation
algorithm for arbitrary profits.

Theorem 8 For m = 1, no ADAPTIVE PRIORITY algorithm is a p-approximation for p < A for
interval scheduling with arbitrary profits. This lower bound holds for the case that the algorithm
knows A.

Proof We first assume that the algorithm acts greedily and schedules the job to which it gives
highest priority. For any constant ¢, the adversary gives one job of size p; = 1 and profit w; =1
and ¢? non-intersecting jobs of size p; = C% and profit w; = % all within the unit interval of the first
job. All the small jobs can be scheduled on one machine. Note that A = ¢ for this input set. If the
large job has the highest priority, OPT will reject that job and schedule all other jobs. The ratio

2
is cl = c¢. If a small job, J;, has highest priority, we instead consider the sequence consisting of

(J1,J;). In this case OPT will reject the small job and accept Ji. The ratio is % =c.

0 =

Now we consider the case that the algorithm does not act greedily and can reject jobs which do
not conflict. If the job having highest priority is the large job and it is rejected, then the adversary
schedules this job and removes all but one small job so that A = ¢ is preserved. The situation when
a small job has highest priority and is rejected requires a little more care. To handle this case, we
need to redefine the initial set of inputs so that it now contains ¢?> non overlapping subsets of jobs
(i.e. the jobs in the j* subset are all contained in the unit interval [j, j+1]), each subset defined as
before to have one large job and ¢? small jobs. As long as the algorithm continues to select a small
job from some subset to have highest priority and then reject it, the adversary schedules this small
job and deletes all other jobs in that subset. This continues until one of the following happens:
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1. The highest priority job (in some subset) is scheduled in which case the adversary proceeds
as in the greedy case and also removes all the jobs from the remaining subsets.

2. A large job in some subset is selected by the algorithm to have highest priority and rejected
in which case, the adversary acts as above by scheduling the large job and one small job and
removing all other remaining jobs.

3. The algorithm has rejected ¢® small jobs, one from each subset, to which it gave highest
priority. In this case, the adversary removes all other small jobs from this last subset and
schedules the large job from this subset.

In all cases, the ratio A = ¢ is preserved and the ratio is at least c.

Corollary 4 For all m, no algorithm from FIXED PRIORITY, GREEDY is a p-approximation for
p < A for interval scheduling with arbitrary profits.

Proof The proof is similar to the proof of Corollary 3. O

In the following, we show that non-greedy choices can help. We use a “Classify and randomly select”
(CRS) algorithm as our decision algorithm. If m is “large”, the algorithm can be derandomized. The
performance of a randomized algorithm A is measured according to expectation over the random
choices made by the algorithm, and in this context we say that the algorithm is a p-approzimation,
if p- E4[S] > OPT(S), where E4[S] denotes the expected profit obtained by A on input sequence
S. Especially in the online world this is the common way of measuring the performance of a
randomized algorithm. Unfortunately, there is no guarantee that the expected value is obtained
with high probability, since the variation from the mean can be very large. (See [31] for a discussion
of this subject.)

Theorem 9 If A and ¢ are known in advance, there is a randomized O(log A) approximation
algorithm, CRS, in the class FIXED PRIORITY (not necessarily greedy) for interval scheduling with
arbitrary profits. If m = Q(log A), then the algorithm is deterministic and § need not be known in
advance.

Proof We first consider the deterministic algorithm for “large m”. We assume A = 2* for some
integer k, and m > k. (It is easy to see how to modify the argument for A = b* for any base b.)
Jobs are divided into k classes depending on ;. Class C; contains jobs with §; € [§, 26]. Class C; for
1 < i < k contains jobs with 6; € (62°~1, 62!]. We divide the machines into k groups My, My, ..., Mj,
of size at least s = [2]. Let s’ = m — sk, then the first s’ groups contain s 4+ 1 machines and
the other groups contain s machines. Jobs are ordered according to the LPT rule. When a job
arrives, the job is classified into a class C; and scheduled on an arbitrary machine in the group M;,
if possible. Otherwise the job is rejected.
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It suffices to show that (13log A)CRS(C;) > OPT(C;), since then OPT(S) = >, OPT(C;) <
(13log A) >, CRS(C;) = (13log A)CRS(S).

Let C; be one of the log A classes. Let V; denote the total length of jobs scheduled from this class
by OPT, and let W; denote the total length scheduled by CRS from C;. By Lemma 3 we know
that (3 x 2k + 1)W; > V;, since OPT has m machines and CRS uses at least s machines for this
class. Note that ™ < 2k. Since we consider class C;, we know that CRS(C;) > §2¢-1W,; and

OPT(C;) < 62'V;. The performance ratio is 225553 < %VV;’ from which the bound follows by the
above relation between V; and W;.

For all m, we can use simple randomization to obtain the same asymptotic bound. This also
requires § to be known by the algorithm. Jobs are classified as before, and for every class C;,
we have a deterministic algorithm A; scheduling jobs from class C; only, using all the machines.
The randomized algorithm is a mixed strategy invoking one of the log A deterministic algorithms
with equal probability. Given an input sequence S, let OPT(C;) denote the performance of the
optimal algorithm on class C;. The expected performance of the algorithm is E4[S] = >, p;Ai(S),
where p; denotes the probability of invoking algorithm A;. Here we have p; = @ for all 7. Since

A; only schedules jobs from class Cj, we can write F4[S] = ﬁ > Ai(C;). We now show that
OPT(C;) < 6A4;(C;), which is sufficient, since OPT(S) = ), OPT(C;). Let C; denote an arbitrary
class, let V; denote the total length of jobs scheduled from this class by OPT, and let W; denote

the length scheduled by A;. We know from Theorem 2 that V; < 3W;. Since we consider class C;,
we have O}i{é%’) < 52‘?_11‘/;1,, < QW‘E < 6. a

We now describe how to get eliminate the assumption that ¢ should be known in advance for
the deterministic version. The algorithm can use an estimate ¢’ of §. When the first job Ji is
considered, we let §' = §;. Every time a job J; arrives with §; < ¢§’, we continue to halve ¢’ until
§’ < ;. When the entire sequence is considered, % < ¢' < 4. In the worst case this will require one
more class than when ¢ is known in advance.

Theorem 10 For all m, no ADAPTIVE PRIORITY algorithm has a constant approximation ratio
for interval scheduling with arbitrary profits.

Proof As a natural generalization of the two-level sequence from Theorem 8, we here use a
sequence consisting of m + 1 levels. On each level a total processing time of ¢(m + 1) is given all
using the same time slot, say [0,c(m + 1)]. Jobs on level j have size P; and profit W; and they can
all be scheduled on the same machine. When going from level j to level j + 1 the profit per unit
size increases. Each level is divided into a number of groups G;. A job J on level j defines a group
on level j + 1, consisting of the jobs overlapping J. More specifically, level 1 consists of ¢(m + 1)
jobs of size P, = 1 and profit Wy = #H On level 1, there is one group, i.e., G = 1. On level j,
the number of groups is equal to the number of jobs on the preceding level, i.e., G; = %. To
calculate W; and P; we use the following equations !

Wi-Gj =5 (1)
(m+1)W; =P;-G; (2)



Note that we can calculate G;, W;, and P; (in this order) for every level. During the run of the
algorithm, the adversary changes the sequence according to the following rule:

Adversary rule If the algorithm schedules a job from group G, all other jobs from G are removed.

An upper bound on the algorithm’s performance is 1. To see this, note that the algorithm will get
at most one job from each group according to the adversary rule. On level j, there are G; groups,

and according to (1), W;-G; = mLH Hence the profit from one of the m + 1 levels is at most mLH

According to (2), the total profit in every group is ¢, since the number of jobs in a group on level
.. 1 (m+1)e
J 18 G_j—Pj
rule, the jobs originally in that group remain in the sequence. If OPT schedules these job, it has a

performance of at least ¢, and the ratio is { = c.

. Assume the algorithm rejects all jobs from a group. According to the adversary

We now show that the algorithm is forced to reject all jobs from at least one group, which proves
the theorem. Looking at the algorithm’s schedule, there must be at least one job, Ji, scheduled
from the group on level 1. On level 2, consider the group of jobs overlapping J;. Again we must be
able to find a job, Js, scheduled from this group. For each level 5 > 1, we consider only one group
corresponding to the job J;_; which was scheduled on the previous level. Note that j — 1 machines
must be completely covered by jobs from previous levels in the time slot used by that group. This

process can only continue through the first m levels. O
We now find A for the sequence above. Combining Equations 1 and 2 we obtain P; = 2;. By
L
. 2
inserting the expression for Gj, we obtain P; = %. Knowing that P; = 1, we can get the
following solution to the recurrence
1

= om0

By combining Equation 2 and the expression for Gj, we can find a relation between W;, P;_, and

P W; = c%. Looking at the ratio %j and inserting the two equations just found, we obtain:
Wi _ _ 2i=1_9 — Oma1 _ ele(m41)?" 72 2m 1
y il c(c(m+1)) . Now A can be found, A = = = T (c(m+1)) :
Given A, we let a = 2™ — 1 and obtain a lower bound of ¢ = n;/fl.

6 Job Scheduling

Obviously, all lower bounds for interval scheduling apply to the more general job scheduling problem
(for any of the profit models).
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6.1 Unit profit

In the theorem below we show that the “shortest processing time” (SPT) rule that considers jobs
by non-decreasing p;, is a 3-approximation algorithm. Note that this priority rule does not take
into account either the release time or the deadline of a job.

Theorem 11 For all m, the FIXED PRIORITY GREEDY algorithm SPT is a 3-approximation algo-
rithm for job scheduling with unit profit.

Proof We use “extension” as defined in Section 5.2 and the proof technique from Theorem 2. The
same claim can be proved, but this time there is only one case in the inductive step:

CLAIM: After considering k jobs obtaining a schedule oy, there is an extension o', such that if
X' = A(o') \ A(og) denotes the set of not yet considered jobs scheduled in the extension o', then
3W(ox) + W(X') > OPT(S).

Assume S is the input sequence. By the induction hypothesis there is an extension, o, satisfying
3W (o) +W(X') > OPT(S), where X' = A(o”)\ A(o) contains jobs not yet seen by the algorithm
but scheduled in the extension o/. Let J; with processing time p; denote the next job to be
considered by SPT. If this job is not scheduled, the claim is immediate. Otherwise, we let m;
denote the machine on which J; will be scheduled. Let o1 denote the schedule after this job has
been scheduled, then W (og,1) = W (o) + 1. Note that every job in X’ has processing time at
least as large as p;. Hence at most two jobs from X’ to be scheduled on m; by ¢’ will overlap J;.
We define the new extension ¢” to be ¢’ but with ¢” mapping to the value nil on the job J; and
the jobs overlapping J;. Let X" = A(0”) \ A(ok+1). Then w(X") > w(X') — 3 and ¢” is the new
extension satisfying 3(og+1) + w(X") > OPT(S). a

Theorem 12 No ADAPTIVE PRIORITY algorithm is a p-approximation for p < 2 for m = 1 for
job scheduling, unit profit.

Proof In this proof, we use the following shorthand notation for a job J;: [r;, d;; p;]. The adversary
gives the following sequence

e One copy of [0,3;3] and [1,4; 3]

e Four copies of [0, 4;1]

We can assume that the algorithm schedules the highest priority job or else the adversary simply
removes all other jobs and forces an infinite approximation ratio. If the algorithm gives highest
priority to a job of processing time 3, the adversary removes the other job of processing time 3 and
the algorithm will only be able to schedule one of the jobs of processing time 1. OPT will reject
the job of processing time 3 and schedule all the jobs of processing time 1. The ratio is % = 2.
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If the algorithm gives the highest priority to a job, Ji, of processing time 1, at least one of the jobs
(say Jo) of processing time 3 will overlap the time interval where this job has been scheduled. On
the sequence (Ji,J2), OPT will be able to schedule both jobs, and the ratio is % = 2. O

For interval scheduling, lower bounds can be extended from m = 1 to all m for the class FIXED
PRrIORITY, GREEDY. This is not necessarily the case for job scheduling, since two identical jobs
can be scheduled on the same machine for this problem.

6.2 Proportional profit and Arbitrary Profit

It is easy to see how to modify the proof of Theorem 2 to show that LPT is a 4-approximation
algorithm for job scheduling with proportional profit. Informally, for any job J; scheduled by LPT
with profit p;, there is at most 3-p;, profit that is lost by LPT because of conflicts with jobs that will
be considered later. And it is also easy to construct an example showing that the approximation
ratio for LPT is no better than 4. Simply let the longest processing time job have a large window
in which it can be scheduled. Wherever LPT schedules the job, the next three jobs can be intervals
which will conflict with the one job scheduled and have total profit almost equal to 3 - pj.

For arbitrary profit, we can again argue that O(A) is an upper bound (using the proportional
profit case) and the non-constant lower bounds (e.g. A for m = 1) for interval scheduling hold
immediately for the more general job scheduling.

7 Minimizing makespan

7.1 Identical machines

Theorem 13 For arbitrary m > 2, Graham [24] showed that LPT, a fixed priority greedy algo-

rithm, has an (exact) approximation ratio of % - % We show that for all m > 2, no ADAPTIVE
PRIORITY algorithm has an approximation ratio better than % for makespan on identical machines.

For m = 2 this bound is tight (matched by LPT).

Proof Let k= [7%]. Let S denote the following generalization of the LPT nemesis sequence used
by Graham [24] for m = 2.

e 2k jobs of processing time 3.

e 3(m — k) jobs of processing time 2.

An optimal algorithm can obtain a makespan of 6 on this sequence by scheduling 2 jobs of size 3
on k£ machines and 3 jobs of size 2 on m — k machines. Let A denote an adaptive algorithm. If A
ever schedules jobs of size 2 and 3 on the same machine (say machine 1), it will have a makespan
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of at least 7 on the entire sequence. This follows since after removing one size 2 job and one size 3
job, the total amount of remaining processing time is

(2k—1)-3+@B(m—-k)—1)-2=6m—-5=6(m—1)+1

so that either an additional job is scheduled on machine 1 or the average load on the remaining
machines is greater than 6. In the following we therefore assume that the algorithm always has
jobs of size 2 and jobs of size 3 on separate machines.

Consider the shortest input subsequence, determined by the way in which the algorithm determines
the priorities, for which the algorithm has makespan at least 6. We assume without loss of generality
that the algorithm uses all of its m machines (or else the argument is even simpler). Call this
subsequence S’. After scheduling S’ say that the algorithm has exactly £ machines containing only
size 3 jobs and m — £ machines containing only size 2 jobs. Clearly 1 < £ < m — 1 or else the
algorithm will be forced to have a “mixed” machine (containing both a size 3 and a size 2 job) in
order to schedule all of S.

We now show that an optimal algorithm can obtain a makespan of 5 on S’. If the last job in S’
has size 2, there are at most

e / jobs of size 3.

e 2(m —£) + 1 jobs of size 2.

In this case OPT can schedule one of the jobs of size 2 with one of the jobs of size 3, and otherwise
keep the job sizes separated; i.e., £ — 1 machines with one job of size 3 and at most m — £ machines
with at most 2 jobs of size 2.

If the last job in S’ has size 3, there are at most

e /+ 1 jobs of size 3.

e 2(m — £) jobs of size 2.

This time OPT will have two mixed machines and £ — 1 machines with one job of size 3 and (at
most) m — £ — 1 machines with (at most) two jobs of size 2.

In both cases A will have a performance ratio of at least as large as g > % on the sequence S’. 0O

Theorem 14 For m = 4 identical machines, no algorithm in the class FIXED PRIORITY, GREEDY

can achieve an approximation ratio better than % for the makespan problem. This is the ratio
achieved by LPT.

Proof Recall that for 4 machines a worst case sequence against LPT is S = (7,7,6,6,5,5,4,4,4) [24].
On this sequence LPT has makespan 15, whereas an optimal algorithm has makespan 12. For the
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class considered, the adversary is allowed to “copy” jobs (See Lemma 2). The adversary gives
enough of the following job types [7,6,5,4] to be able to extract the sequences used below. The
algorithm decides a total ordering of the four job types and based on this, we divide the argument
into two cases. Let ¢ — j denote the fact that job type i is before job type j in the total ordering.

e Casel: 4 v 6o0rd—>T7o0rbd—T1.

e Case 2: otherwise.

If Case 1 occurs, we let s denote the small job (4 or 5) and [ denote the long job (6 or 7) for which
s — [ holds in the total ordering.

The adversary changes the input set to the following

e 4 jobs of size s

e 5 jobs of size [.

We consider a greedy algorithm, and therefore the performance will be s+ 2[. OPT can schedule 3

jobs of size s on the first machine and have a performance of max{3s,2l}. If 4 is before 6, we have

4426 _ 16 5 . 4427 _ 18 5 . 5427 _ 19 b
51 = 19 > 7. If 4 is before 7, we have 5= = 13 > 7. If 5 is before 7, we have °3%* = 1= > 7.

If Case 2 occurs, the adversary uses the “LPT input”, namely, S = (7,7,6,6,5,5,4,4,4). We are
left with the following possible permutations : [7,6,5,4],[7,6,4,5],[7,5,6,4],[6,7,5,4],[6,7,4,5]. It
is easy to see that for each of these permutations, the greedy algorithm will have makespan 15.
This proves the theorem, since this is exactly LPT’s performance on this input set.

7.2 Subset model

We consider the makespan problem for a model in which the machines are not identical. The
unrelated machines model is the most general case of the parallel machine models. The subset
model (also called the restricted machines model) is a special case of the unrelated machines model
for which every job has processing times p;(i) € {p;,c0}. That is, a job can only be scheduled on
some subset of the machines and for each “allowable” machine the processing time p; depends only
on the job and not the machine. Aspnes et al. [4] show that the online (i.e. the fixed priority is
determined by the input sequence) greedy algorithm has the (very poor) approximation ratio m for
the makespan on m unrelated machines. In contrast, for the subset model, Azar, Naor and Rom [5]
show that the online greedy algorithm has an approximation ratio [logm] 4+ 1 which is essentially
optimal for online algorithms even in the special case of unit processing times (p; = 1 for all j). The
adversary in the Azar et al. online lower bound constructs an input sequence in which every job
has exactly two allowable machines. For an online lower bound, it is the adversary that determines
the ordering of the inputs. However, the online lower bound argument of Azar et al. can be
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easily modified (see the next theorem) to show that any fixed or adaptive priority algorithm which
first orders jobs by the size of the allowable set of machines (but letting the algorithm arbitrarily
determine the ordering amongst jobs having the same number of allowable machines) will afford
at best an Q(logm) approximation. Perhaps the most natural priority rule in this context is to
give priority to jobs having the smallest set of allowable machines. To simplify the discussion we
assume this “natural priority” but the proof is easily seen to apply to any ordering determined by
the number of allowable machines (e.g. give priority to jobs having the largest number of allowable
machines).

Theorem 15 For the subset model with unit processing times, the approximation factor p for
any ADAPTIVE PRIORITY algorithm (whether or not the scheduling rule is greedy) which in every
iteration gives highest priority to jobs having the least number of allowable machines (no matter
how the algorithm breaks ties) is Q(logm) for the makespan problem.

Proof For completeness we sketch the Azar et al. proof. The analysis proceeds in phases. At the
start of the i'® phase there is an “active” set of machines V; of cardinality m/(2¢~1). The algorithm
has load 2 — 1 on each active machine while the adversary has no load on these active machines
and has load one on every inactive machine. The i** phase consists of m/2¢ jobs each having a
distinct pair of active machines as its allowable subset. For each job in the i** phase, the algorithm
schedules the job on one machine and the adversary then schedules the job on the machine not
chosen by the algorithm. The phase ends (and the new phase begins) with V;;; being the subset
of V; defined by the machines chosen by the algorithm.

An inspection of this argument shows that the algorithm can arbitrarily order the jobs within a
phase but it is the adversary which orders the phases. If the algorithm chooses to always give
priority to those jobs having the fewest number of allowable machines, then we modify the Azar et
al. argument as follows. We now have m' = m+logm machines where the last log m machines (call
them “extra” machines) are used to determine the size of the allowable subset. Using these extra
machines we can then simulate the phases of the Azar et al. argument. Namely, if a job in the
i'" phase has an allowable subset {u,v} then we construct a job in the i** “batch” of inputs with
allowable subset {u,v} U {m/,...m' —i + 1}. That is, every job in the i batch has an allowable
subset of size ¢ + 2. Initially all m non-extra machines are active. By the constraint on how the
algorithm gives priority to jobs, all jobs in the 5*» batch will be considered before jobs in the (i+1)%
batch. When considering a job in the i batch, say with allowable subset {u, v}U{m’,...m'—i+1},
the adversary always chooses a machine in {u,v} not chosen by the algorithm. As in Azar et al.
proof we maintain the invariant that at the end of considering batch 4, the adversary has no load
on any active machine or extra machine and load one on every inactive machine. If the algorithm
chooses any extra machine more than log m times then we are done. Otherwise, in determining the
new set of active machines we make inactive any machine in {u,v} not chosen by the algorithm.
Clearly, if there are |V;| active machines at the start of the i’* batch then there will be at least
(|Vi|/2) — ilogm active machines after considering the i** batch. We can continue this process
(simulating the i** phase) for Q(logm) phases and for each batch the algorithm will increase its
load on each active machine. That is, we have the invariant that at the end of considering batch i,
the algorithm will have load ¢ on every active machine.
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A more careful analysis of |V;| and the number of phases being simulated in the previous argument
shows that the lower bound is log m—o(logm). We also note that similar modifications of the Azar et
al. argument can defeat other simple orderings (i.e. force an (logm) lower bound). For example,
consider the case when every job has exactly three allowable machines. Although all machines
are identical, an algorithm can still break the symmetry by (say) lexicographically ordering the
allowable subsets. In this case, we simply use the first logm machines as extra machines to make
the lexicographic ordering correspond to phases in the Azar et al. argument.

Motivated by a previous version of this paper, Regev [34] has recently shown the following lower
bound for all fixed priority algorithms.

Theorem 16 For the makespan problem on the subset model with unit processing times and

exactly two allowable machines per job, any fixed priority algorithm has approximation ratio

logm
Q(loglogm)'

8 Conclusion

As indicated in the introduction, our characterization of priority algorithms and, in particular,
greedy algorithms applies to a much wider class of problems beyond the basic scheduling problems
considered in this paper. For example, using our definitions, it is easily seen that Kruskal’s minimum
spanning tree (forest) algorithm is a well known example of a fixed priority greedy algorithm. (The
minimum spanning tree problem is also a classical example for the matroid embedding abstraction.)
Prim’s minimum spanning tree algorithm is easily formulated as an adaptive greedy algorithm
where the priority function depends on the configuration so that edges not leaving the current
connected component are given the lowest priority. Our definitions also allow us to classify Dijkstra’s
shortest path algorithm as an adaptive greedy algorithm. Recent papers have extended the priority
framework to the facility location and set cover problems [2] and to a variety of graph theoretic
problems [28].

For various metric and graph-theoretic problems, the input specification is an important issue.
For example, when considering clustering algorithms in Euclidean space (respectively, an arbitrary
metric space), it is often more natural (respectively, necessary) to assume that each input is specified
by a vector of distances to the other inputs (and not just a specification of the input location). For
greedy algorithms in other settings (e.g. prefix codes, the shortest common superstring, clustering),
it is possible (as indicated in the introduction) to extend our definition so that the decision function
is based on (say) the next 2 inputs in the ordering. In each such setting we have to precisely define
what we mean by an irrevocable decision. For example, in the context of clustering, an irrevocable
decision might be to name the cluster to which an input belongs or, as in incremental clustering,
irrevocable may just mean that once two inputs are placed in the same cluster, they cannot be
separated.

It is also possible to extend our framework to consider scheduling problems allowing preemption.
Although this goes beyond the scope of the current paper, we briefly indicate one possible defini-
tion. In a fixed priority algorithm, we can allow the scheduling decision to partition a job and then
(irrevocably) assign the job parts so that they do not overlap in time. This is essentially how Mc-
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Naughton’s [32] (optimal) rule works for the preemptive makespan problem on identical machines;
however, McNaughton’s rule first computes ) p; and max; p;. For adaptive priority algorithms,
we may want to relax the “irrevocable” nature of the scheduling decision. One possibility is to
say that the current job being considered is “indefinitely scheduled” until the next “critical time”
where the critical times are when a job completes or when a job is released. At any critical time,
the algorithm orders all the remaining jobs (where any job that has been executing is modified to
account for any processing it has completed).

We claim that modifying our basic definitions to apply to these other settings can all be done in
some reasonable way but we admit that the concept of irrevocable decision and how an input is
specified may be more natural in some domains (such as non-preemptive scheduling) than in other
domains. Moreover, we do not claim that our framework will capture (in a meaningful way) all
the settings for which there are important greedy and greedy-like algorithms. For example, by our
definition, any online demand paging algorithm is greedy. Moreover, we tend to think of “longest
furthest distance”, LFD, the optimal offline paging algorithm which evicts the page in the cache
being accessed furthest in the future, as a greedy algorithm and we do not see how to formulate
LFD as a priority algorithm.

We do believe that the initial results in this paper show that it is possible to precisely characterize
an important class of algorithms and thereby make sense of statements such as:

e “This problem is hard; in particular, there is no good greedy approximation algorithm.”

e “Either this problem has an optimal greedy algorithm or it does not have a sequence of greedy
algorithms resulting in a PTAS for the problem.”

Of course, a more ambitious agenda will also attempt to formulate and exploit a precise definition
for other important classes of algorithms such as “dynamic programming”.

We conclude with a few of the many open problems concerning scheduling;:

e For the makespan problem, what is the best approximation ratio achievable by a fixed priority

or adaptive priority algorithm? Is there a better ratio than the % — % ratio achieved by LPT?
Is the 2 — L bound (achieved by Graham’s [23] List Scheduling algorithm) optimal for the

makespan problem when the jobs must also satisfy some precedence conditions?

e For any natural scheduling problem, is the best approximation ratio achievable by adaptive
priority algorithms always a greedy algorithm? That is, can we find a problem for which non-
greedy decisions improve the approximation ratio? We note that Corollary 4 and Theorem 9 in
Section 5.3 indicate that non-greedy decisions can help for fixed priority algorithms; however,
we would like to obtain such a result for a problem where additional assumptions (e.g. the
knowledge of A and the assumption that m > log A) on the input sequence are not needed.

e What is the best priority algorithm approximation ratio for the makespan problem on non-
identical processors? In particular for the subset model (i.e. the R|p;(i) € {p;,o0}|Cmax
problem) or the unrelated machines model (i.e. the R| |Cpax problem), can we show that
a constant approximation is not possible for adaptive priority algorithms? In particular, is
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a constant approximation possible for the very special case of the subset model with unit
processing time and when every job has the same number (e.g. two) of allowable machines?
Note that Regev’s Q(logm/loglogm) lower bound (see Theorem 16) essentially solves this
specific problem (within an O(loglog m) factor) for fixed priority algorithms. (It is interesting
to note that by using a random ordering of the inputs, Broder, et al. [12] show that the greedy
algorithm achieves an expected approximation ratio of ©(logm/loglogm) for this specific
problem.)

Can we close the gap between the upper and lower bounds for the interval scheduling problem
with proportional profits on m = 2 machines? What are the exact approximation bounds for
arbitrary m > 27

When does it help to know n, the number of inputs? In particular, can we extend the
makespan lower bounds in Section 7.1 to the case of known n? It should be noted that for
identical machines and n < 4, LPT is an optimal algorithm (as follows from Graham’s [23]
analysis of LPT). What is the best approximation for a priority algorithm for known n > 57

When can a p-approximation lower bound for an optimization problem be extended to a lower
bound for the related p-approximation decision problem that is, when does it help to know
the value of the optimum cost/profit?

Can every a-approximation algorithm in the context of real-time online preemptive scheduling
be converted to an a-approximation (offline, non-preemptive) priority algorithm? In addition
to the Baruah et al. [8] analogue of our Theorem 5, Koren and Shasha [29] have an analogue
of our Theorem 9, although in this case the statement and analysis of their algorithm do not
appear to be as directly related to our result as for the case of Theorem 5.
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