
CSC196 Assignment 2 Fall, 2022

Due: Wednesday, November 2, 8AM EST
NOTE change of due date!

This assignment is worth 15% of final grade. Each question is worth 20 points. If you have no
idea how to answer a question (or part of a question), you will receive 20% of the credit for that
question (or subquestion) by stating “I do not know how to answer this question”. If your answer
makes no sense, you will not receive any credit. Any answer that shows some understanding of the
question will receive some credit.

1. Consider the following graph colouring problem (which we already encountered in Assign-
ment 1):
A simple graphG = (V,E) has a k-colouring is there exists a function χ : V → {1, 2, . . . , k}
such that χ(u) 6= χ(v) for all (u, v) ∈ E. The graph colouring problem is “Given a graph
G = (V,E) and an integer k, decide if G has a k-colouring.

• (5 points) For a fixed k, roughly estimate the time it would take to decide if G =
(V,E) has a k-colouring if you wanted to naively try all possible functions χ : V →
{1, 2, . . . , k}.
• ( 5 points) Suppose G = (V,E) is a tree. That is, G is connected and has no cycles.

Show that G has a 2-colouring. Hint: start colouring the tree.

• (5 points) For any k, show how to transform the k colouring problem to the k + 1
colouring problem; that is, transform a graph G to a graph G′ such that G has a k-
colouring iff and only if G′ has a k + 1 colouring.

2. (10 points) As discussed in class, we know that the halting problem is undecidable. That is,
given (< M >,w) it is undecidable if M will halt on input w. Recall, we proved this result
using a diagonalization argument.
Suppose tomorrow that a new physical phenomena and computer architecture was discov-
ered that solves the halting problem for Turing machines.

Is there anything in Turing’s work that might still be considered a great idea? Note: This is a
thought question and one where there is not necessarily any best answer so the question will
be graded on the plausability of your answer.
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3. (10 points) In this question, you need to find a set of weights and biases for a neural net (with
one hidden layer as below) for computing the following function f :
y = f(x1, x2, x3, x4) is

fx1, x2, x3, x4) =

{
1 if x1 < x2 < x3 < x4
0 otherwise

You may assume that the xi are distinct rational numbers; i.e., xi 6= xj for i 6= j. You will
use the following architecture.

CSC321 Winter 2018 Homework 3

Homework 3

Deadline: Wednesday, Jan. 31, at 11:59pm.

Submission: You must submit your solutions as a PDF file through MarkUs1. You can produce
the file however you like (e.g. LaTeX, Microsoft Word, scanner), as long as it is readable.

Late Submission: MarkUs will remain open until 2 days after the deadline; until that time, you
should submit through MarkUs. If you want to submit the assignment more than 2 days late,
please e-mail it to csc321staff@cs.toronto.edu. The reason for this is that MarkUs won’t let us
collect the homeworks until the late period has ended, and we want to be able to return them to
you in a timely manner.

Weekly homeworks are individual work. See the Course Information handout2 for detailed policies.

1. Hard-Coding a Network. [2pts] In this problem, you need to find a set of weights and
biases for a multilayer perceptron which determines if a list of length 4 is in sorted order.
More specifically, you receive four inputs x1, . . . , x4, where xi 2 R, and the network must
output 1 if x1 < x2 < x3 < x4, and 0 otherwise. You will use the following architecture:

All of the hidden units and the output unit use a hard threshold activation function:

�(z) =

⇢
1 if z � 0
0 if z < 0

Please give a set of weights and biases for the network which correctly implements this function
(including cases where some of the inputs are equal). Your answer should include:

• A 3 ⇥ 4 weight matrix W(1) for the hidden layer

• A 3-dimensional vector of biases b(1) for the hidden layer

• A 3-dimensional weight vector w(2) for the output layer

• A scalar bias b(2) for the output layer

You do not need to show your work.

1https://markus.teach.cs.toronto.edu/csc321-2018-01
2http://www.cs.toronto.edu/~rgrosse/courses/csc321_2018/syllabus.pdf
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All of the hidden units and the output unit use a hard threshold activation function:

φ(z) =

{
1 if z ≥ 0
0 if z < 0

Provide a set of weights and biases for h1, h2, h3 and y so that the network implements the
function f .
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