
CSC196 Assignment 3 Fall, 2020

Due: Wednesday, November 18, 11AM

This assignment is worth 15% of your final grade

1. Let A(G) be the adjacency matrix of a simple (i.e,, no self loops and no parallel edges)
directed graph G = (V,E) and let B(G) = A(G) + I where I is the identity matrix. That
is, B(G) represent the graph G with the addition of a self loop for each node. Consider
the matrices Ak and Bk where A1 = A,B1 = B,Ak = A ∗ Ak−1, and Bk = B ∗ Bk−1

where ∗ denotes matrix multiplication. Let Ak[i, j] and Bk[i, j] (respectively) denote the i, j
entry in the matrices Ak and Bk. For each of the questions below, try to use graph theory
terminology.

• In words, what is the meaning of each of the following:
1) Ak[i, j] = 0, 2)Ak[i, j] > 0, 3)Bk[i, j] = 0 and 4) Bk[i, j] > 0?
Hint: There is a path from node i to node j of length exactly (respectively, at most) k
if and only if there some node node ` such that there is an edge (`, j) and there is a path
of length exactly (respectively, at most) length k − 1.

• Let |V | = n; that is, G = (V,E) has n vertices. Looking at all the entries Bn−1[i.j]
what can you say about G if B[i, j] > 0 for all i, j?

2. Consider a large social network of friends. That is, we have an undirected network G =
(V,E) where the nodes in V are people and an edge (u, v) means that u and v are friends.
The nodes v ∈ V have weights wv reflecting the importance of node v and the edges (u, v)
have weights η(u,v) reflecting the strength of that friendship.

The following are thought questions.

• Using terminology from graph theory, how would you define a “community” of friends?

• If you had a small amount of money (or other incentives) to influence a small number
of people in the network (and hope that those people would in turn influecne a targetted
community), how would you decide on which people to initially influence?
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3. In this question, you need to find a set of weights and biases for a neural net (with one hidden
layer as below) for computing the following function f :
y = f(x1, x2, x3, x4) is

fx1, x2, x3, x4) =

{
1 if x1 < x2 < x3 < x4
0 otherwise

You may assume that the xi are distinct rational numbers; i.e., xi 6= xj for i 6= j. You will
use the following architecture.

CSC321 Winter 2018 Homework 3

Homework 3

Deadline: Wednesday, Jan. 31, at 11:59pm.

Submission: You must submit your solutions as a PDF file through MarkUs1. You can produce
the file however you like (e.g. LaTeX, Microsoft Word, scanner), as long as it is readable.

Late Submission: MarkUs will remain open until 2 days after the deadline; until that time, you
should submit through MarkUs. If you want to submit the assignment more than 2 days late,
please e-mail it to csc321staff@cs.toronto.edu. The reason for this is that MarkUs won’t let us
collect the homeworks until the late period has ended, and we want to be able to return them to
you in a timely manner.

Weekly homeworks are individual work. See the Course Information handout2 for detailed policies.

1. Hard-Coding a Network. [2pts] In this problem, you need to find a set of weights and
biases for a multilayer perceptron which determines if a list of length 4 is in sorted order.
More specifically, you receive four inputs x1, . . . , x4, where xi 2 R, and the network must
output 1 if x1 < x2 < x3 < x4, and 0 otherwise. You will use the following architecture:

All of the hidden units and the output unit use a hard threshold activation function:

�(z) =

⇢
1 if z � 0
0 if z < 0

Please give a set of weights and biases for the network which correctly implements this function
(including cases where some of the inputs are equal). Your answer should include:

• A 3 ⇥ 4 weight matrix W(1) for the hidden layer

• A 3-dimensional vector of biases b(1) for the hidden layer

• A 3-dimensional weight vector w(2) for the output layer

• A scalar bias b(2) for the output layer

You do not need to show your work.

1https://markus.teach.cs.toronto.edu/csc321-2018-01
2http://www.cs.toronto.edu/~rgrosse/courses/csc321_2018/syllabus.pdf
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All of the hidden units and the output unit use a hard threshold activation function:

φ(z) =

{
1 if z ≥ 0
0 if z < 0

Provide a set of weights and biases for h1, h2, h3 and y so that the network implements the
function f .
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