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Summary: This lecture provides an in-depth explanation of ellipsoid
algorithm which was developed in 1979 by a Soviet matherneatic.G.
Khachian. Ellipsoid algorithm is the first polynomial-tirtieear program-
ming algorithm which also knows as Khachiyan'’s algorithnat&nowl-
edge Khachiyan’s discovery. This algorithm is fundameytdifferent
from Simplex Algorithm in a sense that it does not exploit toenbina-
torial structure of linear programming and its based on ttyirs@arch to
determine whether a polyhedron is empty or not. We also ptes&igh
level description of interior point methods, which is theshoommonly
used algorithm for solving linear programming problems.

1 The Algorithm

The underlying idea of ellipsoid Algorithm is very simpledhits based on an iterative
procedure. Before, we provide a pseudocode of the algontenbriefly describe its
high level searching mechanism that used to solve the LRséiéteration, we bound
the solution of the problem within an ellipsoid and aftermv&uccessive iteration we
reduce the size of the ellipsoid. After enough iterationdlgorithm either reports the
solution or terminates due to that fact that ellipsoid hasb®e too small to contain any
solution. Below we present the ellipsoid algorithm and fegliillustrates the geomet-
ric interpretation of the algorithm at every iterations digdire 2 provides the intuition
behind the ellipsoid transformation.

* Lecture Notes for a course given by Avner Magen, Dept. of Cdemibiciecne, University of Toronto.



Figure 1:0ne iteration of the algorithn; — E; 1

Algorithm 1 Ellipsoid Algorithm
Input: An m x n system of linear strict inequalitie$x < b of sizeL
Output: An n-vectorz such thatdz < b, if exists; no otherwise (feasible/infeasible)
Initialize: [
VLB = 2-2nL="" (\olume Lower Bound)
R = 22F (Radius of the initial ball)
Ey = B(0, R) (Ball centered at 0 with Radius R)

while Vol(E;) > VLB do
if y =Center{;) is feasible by all of then inequalitiesthen
reporty; (declare feasible and stop)
end if
find a violationi such that(a;,y) > b; and Let; E; = E; N {z|(a;, ) < b;}
Construct ellipsoid®; ., with the following properties:
(i) VOI( E;41) < e~ 27 x VoI(E;)
end while




Figure 2: Original ellipsoid £ and E’ contains% minimizing the volume (left hand side}
Ellipsoid E transformed to unit ballB3, and the newt’ contains northern half-ball of' (right
hand side)

2 Constructing Ellipsoid at Every Iteration

Definition 2.1. Ellipsoid can be considered as an affine map of a unit Bdll, 1) in
R™.
E=T(B)

={T(x)| x € B}

={Az + | [l«]| < 1}

={yllA -l <1}

={ylly—o'A A (y—) <1}

={yly — 9'Q(y — ¢) < 1} where Q = AA’
Q@ is n x n symmetric matrix which is positive definite, that¥e: € R™ andz #
0,2!Qx >0

Theorem 2.2. For an ellipsoid B and E whereE = T'(B), T is an affine transfor-
mation such thaf'(z) = Az + ¢, x € B, thenVol(E) = Vol(T'(B)) = /det(Q) -
Vol(B).

Proof First we are you going to simplif{/ol( E') expression:
Vol(E) = Vol(T(B))
= /det(Q) - Vol(B)
= \/det(AA) - Vol(B)

= | det(A)| - Vol(B)
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The general ellipsoid can be expressed as follows:
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and the volume is calculated as follows:

4
gﬁabc

The parametric equation of ellipsoid can be written as fadidfor sphere we have
a=b=c):

— 1
a= cos 0sin ¢
b= 22

sin 0 sin
T3 ¢

cos ¢

Let X be the Eigenvalues of matrit. Then we have thatlz = Az anddet(A\]) =
det(A). After transformingB usingT'(B) = Az + ¢, then we can re-write the para-
metric equation as follows. Also, without the loss of getigrave can assume = 0.

o = f\lfb_l
cos 6 sin ¢
/ >\2$2
~ sinfsin¢
/ )\3333
~ cos¢

To complete the proof we show how to calculate the new volufn@.o

4
Vol(E) = gﬂa’b'c’

1
= SmhdaAgabe (3)

= |det(A)| - Vol(B)

Theorem 2.3. (Lowner John) IfK C R™ is a convex body, then there is a unique
ellipsoid £ of minimum volume with the following propety> K and%E CK.

Remark: If K is symmetric around the origin then the same holds v%hreplaced
by L
Claim we may assume the following:
e E=DB(0,1)
e N = %E = {z| ||z|| < 1;z, > 0}
Proof apply an affine transformatichi : R™ — R™ andT'(z) = Ax + ¢, so that
we have:
e Given an ellipsoid its affine transformation to sphere is
T-YE) = B(0,1)
° T(%E) =N
e VOI(T'(K)) =Vol(K) x |det(T)|, K € R™ by Theorem 2.2



In figure: 2 we transform the original ellipsoif to the unit ballB and the
minimal volume ofE’ is transformed td”. Its important that ratio between the
original ellipsoid,F and E’ is equal to the ratio between the newly transformed

unit ball B and the ellipsoid?’, so we maintain the rati ;1((5)) — %E?;

Proof:

e T7Y(E) = B = Vol(B) = |det T~!|Vol(E) by Theorem 2.2
o T-YE') = F = Vol(F) = |det T~!|Vol(E’) by Theorem 2.2

o YOI(B) _ |det T~ |Vol(E) _ Vol(E)
Vol(F) — [detT-I|Vol(E’') — Vol(E')

Let F' be the new ellipsoid after every iteration now we provide de&sils of
how to find such an ellipsoid.
e ¢=(0,0,...,7>0), where c is the center of the ellipsoid
o the ellipsoid will be axis alignedy is diagonal such that
- F={zf(z-c)Q ' (z~¢c) <1}
— VoI(F) = det Q

Q= a a, B3>0

B
— (0,0, ,1) = )*Q—1((0,0,- -+ , 1) —¢) = 1
x (z—0)Q Nz —0c)=1
¥ (1—a)?pt=1Lat+8 142 =1

Therefore, we get the following equalities:
min Vol(F) = min det(Q) = min o" '3

base on the below parameters:

n?
n—1
2
_ n

L4 ﬁ - (n+1)2
1
n+1

o o=

[} ’y =
Thus, we can construct an upper bound on the of Mplfy optimizinga™—13:

Vol(F)=a"'3

(n+1)2 4)



In addition, the factor shrinkage would Rgdet(Q) = e~ 7m0 . Now, in order
to remove restriction o3 as a ball, we can generalize it to any ellipsoid such
thatEl = EI(ng7 Ci) — L1 = E(QZ +1,¢ct + 1), where

2 2 . .
Qit1 = % (Q — FZ5vv'), wherevu! is the matrixa;; = v - v
ci+1=c; —

v =

1
n—lU’

3 Algorithm Oracles

The goal is to solve the optimization problem such as ellppsdgorithm through a
polynomial oracle. Ellipsoid algorithm is based on Membership OraclandSepa-
ration Oracle

Definition 3.1. Membership Oraclegivenz, efficiently determine if: is feasible or
not.

Definition 3.2. Separation Oracle: Giveny that is not feasible, supply efficiently a
vectora # 0 andb so that:

1. (a,y)=b
2. Vfeasiblezx, (a,z) < b

Observation:Can LP withn variables anan constraints be solved using the above
oracles as efficient as function of andn. Not only ellipsoid can solve LP in poly-
nomial time but it can also maintain its efficiency in the mse of a large number of
constraints.

4 LP Reduction

Consider Multicut problem that can be reduced to an LP witboeential number of
constraint and we can solve it by ellipsoid algorithm.

Input: Graph{/,E) costsc, > 0,Ve € E
k terminal pairg(s;, t;)

Output: a min-cost multicut, i.e. a set of edges of min total weighg temoval of
which disconnect all the pairs

min E CeTe

z. € {0,1}

2%21

ecm

IP Formulation:



Intuition: Vi, Vx in the path betwees; andt; we pick at least on edge.

Claim: we do not know how to deal with the constraint € {0,1} and we relax
it by usingz. € [0,1] instead. However, when we perform the relaxation its
not longer obvious that LP can be solved because we have expaltly many
constraints. Now, we show that the relaxation of the intgegram to linear
programming has a membership and a separation oracle.

Proof: givenz,
if 3e z. ¢ [0,1] clearly we obtain the oracles.
Now, assume: € [0, 1]¥

Vi check if thedist(s;, t;) as defined by, is smaller than.
If this condition does not holds, then return "YES'.

otherwised: so thatdist(s;,¢;) < 1 = 37 betweens;, t; and)_
that is the separation oracle.

T, < 1

eem

5 Performance Analysis

Despite the fact that ellipsoid is a polynomial algorithra itot commonly used to
practically solve LP problems, mainly because it has to wuitk irrational numbers
such as\/a!Q;a; and to deal with their rounding related issues. At everyatien
of ellipsoid algorithm we must maintain the Q to be positiedfidite and we have to
rounded the ellipsoid such that it conta@Ei. Also, we must be very careful when we
are rounding the ellipsoid because the new volume shouldesignificantly different
from the original volume of the ellipsoid. In addition, wecaeulate the rounding
error at every iteration which could exponentially incresaghe error.

In the table below we summarize the characteristics of elgchithm. Its important
to note that, despite the fact the ellipsoid algorithm tle&oally has a polynomial time
complexity but in the practice the simplex method outpen®it. However, as we saw
in the previous example the ellipsoid is very extensible @atlbe used to solve many
different types of problems. Clearly, the interior pointthed is superior in every
aspects, both theoretically and practically.

Theoretically Practically Extensibility

Simplex X v X
Ellipsoid v X Vv
Interior Point Methods Vv Vv Vv



6 Interior Point Methods

Idea: Interior points is an iterative method similar to simplegaithm, where it al-
ways holds a feasible solution and it attempts to improvevindifferent phases.
But, unlike the simplex it moves in the interior of the fedsibet.

Definition: P is a feasible region,
x is "almost optimal’ if (z, ¢) < OPT(P) — 27 2L

Lemma: If = is almost optimal and if is a BF'S so that(y,c¢) < (z,c) theny is
optimal.

Proof: If y' isaBFS (y',c) < (y,c) then(y,c) — (y',c) > 272
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