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Abstract
This paper describes a speech-enabled Computer Aided 
Pronunciation Learning (CAPL) system HAFSS©. This system 
was developed for teaching Arabic pronunciations to non-native 
speakers. A challenging application of HAFSS© is teaching the 
correct recitation of the holy Qur'an. HAFSS© uses a state of the 
art speech recognizer to detect errors in user recitation. To 
increase accuracy of the speech recognizer, only probable 
pronunciation variants, that cover all common types of 
recitation errors, are examined by the speech decoder. A module 
for the automatic generation of pronunciation hypotheses is 
built as a component of the system. A phoneme duration 
classification algorithm is implemented to detect recitation 
errors related to phoneme durations. The decision reached by 
the recognizer is accompanied by a confidence score to reduce 
effect of misleading system feedbacks to unpredictable speech 
inputs. Performance evaluation using a data set that includes 
6.6% wrong speech segments showed that the system correctly 
identified the error in 62.4% of pronunciation errors, reported 
"Repeat Request" for 22.4% of the errors and made false 
acceptance of 14.9% of total errors.  
Index Terms: Pronunciation error detection, Qur’an recitation 

1. Introduction
Computer Aided Pronunciation Learning (CAPL) has received a 
considerable attention in recent years. Many research efforts 
have been done for improvement of such systems especially in 
the field of second language teaching [1] [2].  
A challenging application for CAPL is the automatic training 
for correct recitation of the holy Qur'an for Arabic speakers. In 
contrast to the foreign language training task, where a wide 
variety of pronunciations can be accepted by native speakers as 
being correct, the holy Qur'an has to be recited the same way as 
in the classical Arabic dialect and the tolerance for allowed  
variation is very fine. 
 There have been initial attempts to attack this problem. El-
Kasasy [3] implemented a system that segments speech signal 
into syllabic units. Each test syllabic segment is compared with 
the reference one through dynamic time warping then the test 
syllabic segment is accepted or rejected as a whole. The system 
didn't give any detailed feedback about the type of error. Omar 
[4] proposed to use hidden Markov model based speech 
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ification system. In that work the Arabic phoneme set was 
stered to a group of clusters and the pronunciation 
essment was accomplished in two steps: First, the input 
ech is segmented into a sequence of these clusters of 
nemes. Substitution, insertion and deletion errors are 

ected in this stage by comparing the sequence of detected 
sters with the given hypothesized sequence. Second, these 
ts are tested by discriminatively trained HMM models. This 
rarchal system added complexity and its performance was 
rse than purely statistical approaches like HMM-based 
tems.  To the best of our knowledge, there isn't any reported 
lementation of a system for the automatic assessment of 

itation of the Holy Qur'an. In this paper we introduce 
FSS©", a commercial product resulted from several years of 
arch and development efforts at RDI®.  It is used for 
hing Arabic pronunciations to non-native speakers. We will 
w how HAFSS© can be used for the challenging task of 
hing the correct recitation of The Holy Qur'an. We will 
w how it can assess the quality of a user's recitation and 
duce a feedback messages to help him locate his 
pronounced letters and eventually overcome them. 
the following sections of this paper, section 2 includes a 
cription of the HAFSS© system architecture. Section 3 
cribes the pronunciation hypotheses generator module. 
tion 4 describes the confidence scoring module. Section 5 
ludes recent improvements in HAFSS© acoustic models and 
 system evaluations results. Section 6 includes conclusions.

2. System description 
ure 1.Shows the block diagram of the HAFSS© system. Its 
in blocks are:
Verification HMM models: Is the acoustic HMM models 
for the system. 
Speaker Adaptation: Is used to adapt acoustic models to 
each user acoustic properties in order to boost system 
performance. It uses speaker classification, Maximum 
Likelihood Linear Regression (MLLR) speaker adaptation 
algorithms and supervised incremental technique [6].  
Pronunciation hypotheses generator: It analyzes current 
prompt and generates all possible pronunciation variants 
that are fed to the speech recognizer in order to test them 
against the spoken utterance. It is described in details in 
section 3.
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4. Confidence Score Analysis: It receives n-best decoded 
word sequence from the decoder, then analyzes their scores 
to determine whether to report that result or not. It is 
described in details in section 4. 

5. Phoneme duration analysis: For phonemes that have 
variable duration according to its location in the Holy 
Qur'an, this layer determines whether these phonemes have 
correct lengths or not. To overcome inter-speaker and 
intera-speaker variability in recitation speed that may 
mislead the phone duration classification module. An 
algorithm for Recitation Rate Normalization (RRN) was 
developed [5]. 

6. Feedback Generator: Analyze results from the speech 
recognizer and user selectable options to produce useful 
feedback messages to the user. 

Figure 1 Block diagram of HAFSS©

3. Generation of pronunciation errors 
hypotheses

The pronunciation error hypotheses in HAFSS© are represented 
in the form of a linear lattice that is flexible enough to support 
error hypothesis addition, deletion and overlapping of probable 
mispronunciations. Figure 2. shows a block diagram for the 
search lattice generation module. 
The lattice generator is built on basis of RDI® holy Qur'an 
transcription engine. The transcription engine is built in the 
form of multi-layer event driven modules. This architecture was 
selected to enable any higher level analysis module to use this 
core engine and benefit from its results. That what was actually 
done with our pronunciation variants lattice generator. 

The events engine scans the input holy Qur'an Ottoman text 
searching for symbols and features and at each probably 
pronounced character it generates its code, its pronunciation 
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us and its acoustic characteristics (such as voicing, place of 
culation, nasalization and aspiration). The transcription 
ine analyzes those codes and characteristics and generates 
 corresponding correct phonetic transcription according to 
 holy Qur`an recitation rules and their exceptions. The 
tern engine gathers all the information from proceeding 
ers and generates pronunciation patterns at probable 
nunciation locations. These pronunciation patterns are used 
matching with pronunciation variants rules at the lattice 
erator. The lattice generator sorts the matched rules 
cending with their error relevance or impact then all rules 
lting in the same phoneme sequence are omitted except the 

t one. Finally the lattice is generated with remaining 
nunciation variants in a format suitable to the speech 
ognizer. Also a mapping file is generated that holds the 
ations of the suitable feedbacks for each pronunciation 
iant.

Events
Engine

Transcription
Engine

Qur'an Ottman
Text

For verse under
test

Qur'an sets
and

symbols

Qur'an
recitaion

rule
exceptions

The holy
Qur'an

Transcription
Engine

Pattern
Engine

Lattice
Generator

Lattice
generation

rules

The holy Qur'an
pronunciation
variants lattice

generation
module

Search
lattice

Figure 2. Block diagram for the holy Qur`an 
pronunciation variants lattice generator 

ause we needed our system to generate user helpful 
dbacks and that most Qur`an learners are not familiar with 
nemes we choose our lattice unit similar to the one used in 
itional methods of the holy Qur`an recitation teaching.  In 

se methods the text is divided to basic units Consonant + 
rt vowel (CV), Consonant + long vowel (CVV), Non-
elled consonant (C), Repeated consonant +short vowel 
V), Repeated consonant + long vowel (CCVV), Non-
elled repeated consonant (CC).

dying the types of recitation errors we found that they 
ally depend mainly on current unit, the nearest proceeding 
t and the nearest succeeding unit. Effect of far units is 
ited to the error rank and can be ignored safely on the 
umption that all pronunciation hypotheses are generated.
ure 3. shows the rules template that we used. 
 managed to construct a database of 663 rules of 
nunciation errors in the holy Qur`an recitation. This is the 
abase of recitation errors that we have recognized; the 
hitecture of the system enables us to freely use a subset of 



this database to produce limited scale realizations of the system. 
A probable application is to generate "Vowel Type" errors only 
for a realization dedicated to beginners. This database is 
connected via error code to two other databases. The first 
database is the feedback database which holds the coloring 
codes, the readable feedbacks and the audible feedbacks. The 
second database also holds links between each specific 
recitation error and relevant holy Qur`an recitation rules. This 
database is used to filter the pronunciation errors to concentrate 
on specific recitation rules for a given lesson. 

IF For Current unit 
Phoneme = Phc , Vowel type = Vc , Vowel length =Lc ,
Doubled = Sc, Pronounced = Pc and Concealment =Ec

AND For previous unit 
Phoneme = Php , Vowel type = Vp , Vowel length =Lp ,
Doubled = Sp, Pronounced = Pp

AND For next unit 
Phoneme = Phn , Vowel type = Vn , Vowel length =Ln ,
Doubled = Sn, Pronounced = Pn

THEN Add path to recitation error lattice with  parameters 
Error Code = C, Error Type = T, Error word =W,
Error frequency rate = F, Phoneme = Ph,
Vowel type=V, Vowel length = L, Doubled = S,
 Pronounced = P and Concealment = E

Where S, P and E are binary flags. 

Figure 3. The rules template

4. Confidence scoring 
The speech recognizer in HAFSS© associates each decision it 
makes with a corresponding confidence score that is used to 
choose suitable feedback response to the learner. When the 
system suspects the presence of a pronunciation error with low 
confidence score the system has some alternate responses:- 

1. Omit the reporting of the error at all (which is good for 
novice users because reporting false alarms discourages 
them to continue learning correct pronunciation). 

2. Ask the user to repeat the utterance because it was not 
pronounced clearly. 

3. Report the existence of an unidentified error and ask the 
user to repeat the utterance (which is better for more 
advanced users than ignoring an existent error or reporting 
wrong type of pronunciation error).

4. Report most probable pronunciation error (which if 
wrong- can be very annoying to many users). 

The implemented confidence scoring in the system is based on 
the Likelihood ratios [5] where the acoustic model likelihoods 
are scaled by the likelihood of the first alternative path model as 
the competing decode model. During decoding process, the 
Viterbi decoder at the end of each decoded sub-word MBest – at 
frame xE - backtracks in the recognition lattice at both the 
decoded path and the first alternative path M1st_alt until it reaches 
the node where the two paths meet at the same frame xS. Then it 
calculates the average confidence score per frame using the 
formula:
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ere, N is the number of frames, N = E – S.
Due to the fact that the difference between these two paths 

y be significant only in small portion of the path, these small 
tions should have the most significant effect on the 
puted confidence score. Therefore, the confidence score of 

h path is weighted by the distance between the two 
peting models estimated using Euclidian distance between 

ter of gravity of the two probability distribution. 

5. System evaluations 
reach an evaluation for the complete HAFSS© system, an 
luation database was collected. This test set consisted of 507 
rances representing the recitations of randomly selected 
rs of the system of different gender, age and proficiency 
binations. These utterances were evaluated by   language 

erts and labeled with the actual pronounced phonemes then 
d to evaluate the system, by comparing the system responses 
h human experts' transcriptions.  

This evaluation procedure was used to adjust system 
ameters by studying the change of overall performance due 
hanges of each parameter. The HMM used in HAFSS© is 
hone tied state model. Each state is modeled by mixture of 
ssians. We run several experiments to tune the parameters 

he acoustic model which are the clustering threshold th , the 
lier threshold th , and the number of mixtures N . Table .1 
ws the results of these tuning experiments. 

c

o mix

Table 1. Model tuning results

mi Thc Tho Num. 
Clusters  

Num.  
Gaussians

    C.J. 

350 100 3829 15316 96.96 % 
350 150 3597 14388 97.19 % 
350 150 3597 21582 97.34 % 
500 150 2899 17394 97.38 % 
500 150 2899 23192 97.21 % 
800 150 2152 17216 97.58 % 

         SAT 2152 17216 98.22 % 

Where CJ is the Correct Judgment ratio of HAFSS©, i.e 
ept correctly pronounced phones or report same 
nunciation error as the human expert. From results in table.1 

can see that the tuned model gave 0.63% relative 
rovement in the system judgments compared to the initial 

del. This tuned model was further improved using Speaker 
aptive Training (SAT) [6] which is a method that integrates 
ptation in the training phase. To build the SAT model we 
d a set of 38 speakers, of different edge and gender, and 
luded 11600 utterances. Results in Table .1 show that with 
 SAT model we got another 0.62% relative improvement in 
tem judgments.
In the second experiment we deployed the confidence score 
enerating the system response. The system could be any one 
he four alternatives described in section 4. Table 2. shows 
 results after using confidence score. Results in tables 1 
 2 are phone-based measures. A more accurate measure for 
 system performance should be based on the degree of user 
efit from the system responses. To calculate this measure we 
sidered the system response messages for the utterance as a 



whole rather than for each phone separately. Table .3 shows the 
message-based system evaluation results.  
As we see in table .3, for correct speech segments the system 
yielded "Repeat Request", which asks the user to try again, for 
about 5.1% of the total correct utterances. That is because they 
had low confidence below the computed threshold, and the 
system gave a repeat request to avoid the possibility of false 
alarms. For wrong speech segments which constitute 6.6% of 
the data, the system correctly identified the error in 62.4% of 
pronunciation errors and reported "Repeat Request" for 22.4% 
of the errors. The system made false acceptance of 14.9% of 
total errors.

Table 2. System performance with confidence. 

Human judgment 
Correct Wrong

Correct 96.87 0.04
Wrong with same 

error type 
0.59

Wrong with 
wrong error type 

1.16
0.04

Repeat Request 0.46 0.02
Unidentified error 0.74 0.06

Table 3. Message based system performance with 
confidence.

Human judgment 
Correct Wrong

Correct 80.13 0.99
Wrong with same 

error type 
4.14

Wrong with 
wrong error type 

6.29
0

Repeat Request 4.80 1.49
Unidentified error 2.15 0

6. Conclusions
In this paper we introduced the HAFSS© system. This system is 
of multimedia type with pre-recorded Holy Qur'an recitations, 
recitation teaching text materials and teaching animations. 
Figure 4 shows two screen captions from HAFSS© system for 
the exercises screen and the pronunciation learning flash.
The HAFSS© system proved to be a useful one for the 
challenging task of automatic training for the correct recitation 
of the holy Qur'an for Arabic speakers. It not only helps 
students to learn how to recite the holy Qur'an but also helps 
them to correct their mistakes in formal Arabic pronunciation. 
The shortage of experienced teachers in most of environments 
and/or lack of sufficient time at learners' side makes this system 
a highly demanded one. Our future work on HAFSS© will focus 
on using discriminative training techniques to improve the 
discrimination between some confusable pronunciation 
alternatives. Also we will try to improve the confidence score 
by using some articulation features.  
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Figure .4.a:  Exercise screen 

Figure .4.b:  Pronunciation learning flash
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