Project Ideas: CSC2412 Fall 2018

Aleksandar Nikolov

If you would like to develop the following ideas into project proposals, email
me as soon as possible. T will not allow multiple groups to use the same idea,
so you need to claim them on a first come first served basis.

Computing k-way Marginals. Let us consider the setting in which our
database x has d binary attributes, i.e. z € ({0,1}¢)". One of the most im-
portant classes of counting queries on such databases are the k-way marginal
queries. A k-way marginal query shows what fraction of the rows in the database
have a particular setting for particular set of k attributes. Formally, a k-way
marginal query g¢s . is specified by a set of k attributes S C {1,...,d}, |S| =k,
and an assignment o € {0,1}°. For any y € {0,1} we have gg.(y) = 1 if
y; = a; Vi € S, and ¢(y) = 0 otherwise. As usual, this defines a counting query
by ¢s.0(z) = %22;1 qs,a(x;). So, for example, qg; xy,0,1)(2) equals the fraction
of rows x; in = that have z;; = 0 and x;, = 1.

A well-known open problem in Differential Privacy is to compute k-way
marginals with error as close as possible to the error achieved by the Private
Multiplicative Weights (PMW) mechanism (which is optimal) and in time poly-
nomial in n and d*. PMW itself does not achieve this goal because it runs in
time exponential in d.

This problem is solved in [DNT15] for k¥ = 2. One theoretical goal is to
improve the best known error bound achieved by an algorithm running in time
polynomial in d for k = 3. The error bound to beat is the one in [DNT15]. An
empirical project is to implement heuristic methods for the projection step of
the projection mechanism in [DNT15] for k¥ = 3 (and k& > 3), and evaluate if
the heuristics are efficient in practice.

Another possible direction is to look at 2-way marginals but when the rows
of the database come from {0, ...,b}? for some b > 1.

Tracing Attacks. The goal of a tracing attack is to identify whether a given
row y € X™ belongs to a private database x or not. The assumption is that
y is known to the attacker, but x is not: instead the attacker has access to
some aggregate statistics about z. In Homer et al. [HSRT08] and Dwork et
al. [DSST15] it was assumed that the aggregate statistics are 1-way marginals.
Im et al. [IGNC12] extended the attacks to regression coefficients.

It would be interesting, both for theory and for practice, to extend these
attacks to other classes of statistics. Some options include k-way marginals for



k > 1, threshold queries, range queries, or the parameters of some classifier
trained on the data. Tracing attacks on such queries can be evaluated either
empirically, with public or synthetic data, or theoretically, by proving bounds
on the error which allows the attack to be successful, as is done in [DSST15].

Privately Generating Synthetic Data using Generative Models. It is
often convenient to have a differentially private method to generate synthetic
data that “looks like” the real private data and has similar statistical properties.
More formally, if the private database is x € X™, we want to generate a database
T € X™ which shares some statistical properties with z. Some limitations are
known on generating synthetic data: we must limit the class of queries which Z
needs to answer similarly to  [DMNS06]; moreover, even for 2-way marginals,
generating synthetic data can be computationally infeasible in the worst case
[UV10]. The Private Multiplicative Weights mechanism can be used to generate
synthetic data, but its running time is at least linear in the size of the data
universe X’ which is often very inefficient.

The negative results such as [UV10] are for worst-case databases which are
unlikely to appear in practice. This suggests investigating methods to generate
synthetic data which are useful and efficient in practice, even though they may
fail in the worst case. One approach to this task is to fit the parameters of
a generative model to the private database x in a differentially private way,
and then generate synthetic data using the generative model. There is some
very recent work in this direction using GANs [TF18]. There has also been
work focused on restricted domains, for example traffic data [MMLS14]. As an
empirical project, you can implement several differentially private algorithms
that fit generative models to data and test them.
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