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ABSTRACT1 

A natural way to ease the introduction of cognitive computing 

capabilities into a user organization is through already well-

established applications such as business process management 

(BPM) systems. Cognitive capabilities can enhance a business 

process by offering analytics-based recommendations on deci-

sions and increasingly sophisticated automation through ma-

chine learning. Yet the organizational adoption of such ad-

vanced capabilities is not straightforward. Unlike conventional 

IT systems whose functionalities and correct operation are more 

transparent, user acceptance of advice and recommendations 

from an automated system requires development of trust over 

time. Additional supporting processes may emerge and evolve 

over a period of time to monitor, evaluate, adjust, or modify the 

cognitively-enhanced business process so as to enable personnel 

to adapt to the enhanced capabilities. In this paper, we propose 

that a systematic model-based approach can ease the transition 

to cognitive business operations. The use of suitable modeling 

techniques can facilitate the uncovering and analysis of obsta-

cles to adoption, and guide the systematic search for viable 

modes of interaction and cooperation between human user and 

cognitive advisor. 
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1 INTRODUCTION 

Introduction of cognitive systems into enterprises are resulting 

in greater operational efficiencies through better decision mak-

ing and ongoing cycles of learning and improvement. However, 

the adoption of cognitive capabilities and their incorporation 

into well-established business processes can be challenging, 
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requiring specialized skills (e.g., expertise in data science and 

machine learning) and extensive user training, while touching on 

multiple layers and aspects in the enterprise (systems, processes, 

organizational behaviour etc.), thus incurring significant costs 

and time investments.  

Cognitive systems are deemed to have a number of critical 

characteristics, which help distinguish them from other enter-

prise information systems. These include being able to function 

with a degree of autonomy, demonstrate continuous learning 

behaviour, perceive and anticipate events in the surrounding 

environment, select among multiple alternatives, and take ap-

propriate actions in response. These systems adjust over time 

based on the current context, past performance, etc. and contin-

uously learn using sophisticated algorithms while producing 

recommendations for human decision makers. Recent years have 

seen the emergence of cognitive services platforms (for exam-

ple, IBM Watson [1]) which provide the cognitive computing 

capabilities for enhancing decision making in business processes 

(BPs). 

Introducing cognitive systems into existing enterprise busi-

ness processes requires a rethink of their design, implementation 

and execution. A business process will evolve as it takes ad-

vantage of increasingly sophisticated cognitive capabilities, but 

could also evolve for other unrelated reasons [2]. When a cogni-

tive advisor system is introduced, even if it appears to minimally 

alter the business process into which it is inserted, there can be 

many adjustments and adaptations in the surrounding processes, 

occurring at multiple levels and over different time frames. 

These processes may be strategic or operational in nature, have 

different execution frequencies, pertain to planning or designing 

activities, etc. These surrounding processes too would evolve 

and be executed differently in response to changes in cognitive 

capabilities, among other things. Thus, the direct and indirect 

effect on multiple processes by cognitive systems would need to 

be considered. 

As human users continue to be responsible for some portion 

of the business process, issues of transparency, trust, autonomy, 

speed and cost of decisions, etc. would need to be considered 

when analyzing how users engage with cognitive systems [1][4]. 

Learning and adaptation would happen both on the human side 

and on the system side. Users’ attitudes towards the system, as 

well as towards automation in general, will change according to 

the cumulative experiences with the system and the quality of 

the output it produces. These attitudes translate into different 

desired ways of interacting with cognitive systems. Users inter-

acting with the system will need to make their own judgements 

about cognitive advisors’ recommendations. Individuals who 

have a stake in the decision at various operational and manageri-

al levels of responsibility and accountability may develop strate-



  

  

gies to take advantage of the strengths of the system and to cope 

with its limitations and weaknesses. 

In this position paper, we consider new user engagement 

(UE) experiences in cognitively-enhanced business processes, 

including possible changes to and the creation of new surround-

ing processes, to facilitate user and system engagements while: 

• ensuring that the adoption of such systems is done in a 

manner of least disruption and highest efficiency; 

• complying with an organization’s internal requirements and 

constraints as well as those from the business domain; 

• factoring in predictable changes to allocation of work 

among human users and cognitive systems; 

• focusing on system performance, users’ trust in systems’ 

recommendations, and other important characteristics. 

2 A RANGE OF USER ENGAGEMENTS FOR 

DECISION PROCESSES 

Given the possible nature and forms of user engagement, and 

how they can be assembled to suit a diverse range of enterprise 

requirements, a systematic approach is required to visually de-

pict, evaluate and reason about the possible space of process 

configurations that covers User Engagement Actions (UEAs), 

which represent the elementary interactions that comprise user 

engagement with cognitive systems. Some are executed by hu-

man users, while others by (possibly automated) assistants. The 

set of these primitives that can potentially be selected depends 

on the nature of the task that humans and automated systems are 

solving. For example, if a task is a decision to be made, then the 

relevant UEAs involving a human decision maker (H) and a 

cognitive assistant (A) can include the tasks listed below:  

• Communicate case data: H communicates the details of 

the case/BP or decision instance to A (e.g., the relevant in-

formation about a loan application). Alternatively, A can 

obtain the relevant data themselves. 

• Communicate decision parameters: H communicates the 

desired parameters for the decision to A, including the cri-

teria for making it, the desired confidence levels, etc. 

• Present Recommendation: A presents recommended de-

cision option to H (e.g., about whether to approve or reject 

a particular loan). For decisions with more than two op-

tions, a ranked list of recommendations may be given. 

• Approve Recommendation: H either approves or rejects 

the previously presented recommendation. Variants for de-

cisions with more than two options may include the ability 

for the user to pick an alternative option. 

• Explain Recommendation: Explanation and justifications 

of the recommendation are presented by A to H. E.g., A 

can explain the decision to reject the loan by pointing to 

particular characteristics of the applicant’s financial situa-

tion. 

• Present Decision: A presents a previously made decision 

to H (or to a specially designated auditor) for auditing. Var-

iants include the presentation of batches of decisions. 

• Audit Decision: H (or a designated auditor) audits the 

decision previously made by A. Variants include the audit 

of batches of decisions. 

The above is just a sample of possible actions that may exist to 

support interactions between humans and automated cognitive 

assistants with these UEAs can take many forms and employ 

various media. E.g., recommendations from advisors can be 

presented as text, voice, video, etc. The same applies to the 

UEAs that are executed by human decision makers. 

How a cognitive system is received at an enterprise can be 

very specific to the situation at that organization. Factors affect-

ing adoption success may include the knowledge and skills of 

involved personnel, aptitude for understanding the capabilities 

of the cognitive system and its limitations, willingness to learn 

and adapt, attitude towards automation, labour relations, reward 

structures, etc. Various human roles in an organization need to 

discover how they can best work with the cognitive system as 

there may be many unknowns. Both sides (the user organization 

and the cognitive solution provider) will need to adjust and 

eventually converge to a workable state. But even this state will 

continue to evolve as the cognitive system gets better through 

machine learning, or gets new features, and on the user organi-

zation side, as the personnel gain experience or learns new 

skills. Changing business contexts and organizational require-

ments may influence UE as well. 

Towards this end, we describe some general examples of us-

er engagement modes (UEMs) – ways users can engage with 

cognitive systems – in the following sub-sections which allude 

to a trajectory of increasing cognitive sophistication in the en-

terprise. These cases are not meant to be prescriptive or defini-

tive, but rather indicate the types of possible engagement con-

figurations that can exist, and highlight some important differ-

ences among them. We use these examples to lay the foundation 

for a systematic modeling approach that helps with a search for 

workable UE arrangements and enables reasoning about why 

one engagement approach works but another does not. 
 

Example 1: Decision Processes with no Cognitive Systems 

Support 

As an initial starting point, we take the situation where no cogni-

tive capability currently exists in the enterprise and where hu-

man decision making in a given BP is facilitated by non-

cognitive enterprise systems. These systems allow humans to 

make informed business decisions as per corporate policies and 

rules by pre-processing the data and bringing it to a state where 

humans can use it to make appropriate decisions. Common ex-

amples of such enterprise systems are Decision Support Sys-

tems, Business Intelligence solutions, and ERP systems. 

Here, business processes are relatively simple and non-

changing, and are usually designed at systems implementation 

time. The processes can be gradually improved by automating 

key process activities however the nature, execution frequency, 

and order of the activities within the BPs themselves do not 

change. Incoming information and data would be processed 

based on programmatically-defined business rules to enable 

human decision-making capabilities. There is limited dependen-

cy on systems and it is mostly focused on resources and data 

preparation or on performing simple tasks while providing an 

output. The decisions within the business processes that are 

made by humans, while being informed, are based on experi-

ence, gut-feel, with the decision-making process taking into 

account various contextual and situational factors. The decisions 

themselves may not be uniform and consistent and may vary 

significantly amongst various users and decision makers. The 



  

  

systems do not perform decision making themselves nor do they 

learn over time. 
 

Example 2: Decision Processes with Advisory Cognitive Sys-

tems Support 

The previously described business process can be enhanced by 

including enterprise cognitive systems to help the human deci-

sion maker by providing recommendations and advice at key 

junctures in the process execution cycle. 

Introducing these systems in the business process would re-

sult in two significant changes. Firstly, new UEAs (particularly 

pertaining to recommendations) involving the human user and 

the cognitive system would be needed: human users still make 

decisions, with system-produced recommendations presented to 

them as advices for approval or rejection. Secondly, additional 

and surrounding processes are present that pertain to the plan-

ning and designing of key process activities that influence the 

execution and usage side of the cognitive system itself. The way 

these surrounding processes are executed can be different from 

the primary business process. For example, the impact assess-

ment and system fine-tuning activities can be done offline and 

not be a part of the process to produce a recommendation. Thus, 

they will have a lower execution frequency than the primary 

process, with their output being (re)used in multiple primary BP 

instances.  

The introduction of these cognitive systems into the business 

process is also accompanied by changes in how non-functional 

objectives (represented as goals) are met, at both enterprise and 

process participant (actor) level. E.g., cognitive systems may 

provide recommendations that increase overall business process 

efficiency or accuracy, which are enterprise-level goals. Howev-

er, actor goals, such as trust in cognitive systems, would also 

need to be considered since their high satisfaction levels drive 

the adoption of such cognitive systems.  
 

Example 3: Decision Processes with Autonomous Cognitive 

Systems Support 

A further transition to the greater adoption of enterprise cogni-

tive systems happens when recommendations give way to deci-

sions being made by the system itself without the assistance or 

involvement of the human users. 

The shift towards minimizing human involvement in making 

decisions within the primary BP drives the overall design and 

configuration of business process architecture. Processes that 

produce specifications for how the various software tools and 

artifacts are to be utilized in the BP emerge, along with process-

es that design these tools for future use. Greater use is made of 

the available context and various means and forms of context 

capture (e.g., sight, voice, and data inputs). There is an emer-

gence of additional supporting processes (such as monitoring, 

evaluation and auditing, adjusting, redesigning) for the primary 

cognitively-enhanced BP to work. Most process activities run at 

machine speed as the involvement of human users in BP execu-

tion is limited. Feedback and feed-forward paths are now visibly 

present in the BPA with the results from previous recommenda-

tions fed back to improve future ones. 

Decisions are only executed if there is a high degree of con-

fidence in their correctness. They are expected to be (in terms of 

accuracy) equal to, or better than, the decisions made by hu-

mans. This results in a substantial change in relationships be-

tween humans and cognitive systems. Involvement of users in 

operational and transactional processes is significantly reduced. 

These processes are directly managed and executed by systems. 

Humans are in more governance-related roles now, tasked with 

reviewing the overall decision making and the surrounding BPs. 

Such a change manifests itself in the form of changed actor 

goals and dependency relationships on the cognitive systems. 

Table 1: Example Modes of User Engagement with Cognitive Systems in an Enterprise 

Example 1: No Cognitive Systems 

Capabilities (Unassisted) 

Example 2: Advisory Cognitive Systems 

Capabilities (Assisted) 

Example 3: Autonomous Cognitive Sys-

tems Capabilities 

Decision making is limited to programmati-

cally defined information systems with no 

true autonomous behaviour. 

Decision making enabled by cognitive sys-

tems that are not fully autonomous but as-

sistive in nature. 

Decision making enabled by Cognitive sys-

tems that are fully autonomous and able to 

make independent decisions and solve prob-

lems on their own. 

Relatively straight-forward processes with 

limited number of process design choices 

and no cognitive UEAs. 

Introduction of UEAs and processes to the 

primary business process for enable cogni-

tive-based decision making for users. 

Introduction of UEAs and processes for 

autonomous decision making at machine-

scale requiring changes in process execution 

frequency. 

Systems are programmatically defined to 

execute certain instructions with minimum 

to no continuous learning present. 

Systems deemed to be reliable to inform 

decision making, but still require human 

oversight to provide additional context. 

Systems are deemed to be sufficiently relia-

ble to guide and inform decision making. 

Simplistic nature of systems ensures robust 

design with predictable behaviour while 

conforming to enterprise regulations. 

Low trust and confidence in the decision-

making capabilities of cognitive systems. 

Reliability of decision-making not deemed 

to be at par with humans. 

High degree of trust and confidence in cog-

nitive systems. Decisions made are at mini-

mum considered to be as good as those of 

humans. 

No concept of trust, reliability or confidence 

as no cognitive-based decision making by 

the systems. 

Human users still involved in operational 

decision making but have dependencies 

introduced on cognitive systems. 

Humans mostly involved in governance 

related activities rather than operational 

decision making. 

 

  



  

  

Organizations and individual decision makers will strive for user 

engagements that reflect their changing enterprise requirements, 

business domain constrains, the level of trust (of both human 

decision makers and organizations) in analytics in general and in 

(cognitive) assistants they’re employing in particular, and the 

quality and availability of the relevant data and contexts. This 

leads to different combinations and configurations of UEAs 

selected at different times. These configurations need to evolve 

together with the changes in the above parameters as well as due 

to the feedback reflecting how they meet their objectives. Also, 

for many UEAs, there exist options about when, how frequently, 

etc. to execute them. E.g., decision parameters can be selected 

once and for all, changed periodically, or provided for every 

decision instance. Recommendations can be approved per deci-

sion instance or pre-approved for a group or for all instances 

depending on the level of trust in the advisor, the similarity of 

the current decision instances to the previous ones, etc. It is 

apparent that the navigation of the possible space of user en-

gagement configurations, while adhering to various enterprise 

functional and non-functional requirements, and balancing them 

against actor motives and objectives is hard. 

In the remainder of the paper, we propose a systematic ap-

proach based on a modeling framework that provides notations 

and accompanying methods to represent, analyze, and ultimately 

select the appropriate means of user engagement. 

3 TOWARDS A FRAMEWORK FOR DE-

SIGNING COGNITIVELY-ENHANCED 

PROCESSES  

3.1 Modeling Cognitively-Enhanced Processes  

Overall, we need to be able to characterize the space of alterna-

tive user engagement configurations reflecting the whole spec-

trum of UEAs, their potential combinations, frequency and 

scope of their execution, and context, among other things. E.g., 

the Explain Recommendation UEA (mentioned in Section 2) can 

be omitted in case of a high existing level of trust in the advisor 

while audits can be added due to industry regulations. Standard 

process modeling notations are not well equipped to represent 

these options. To analyze this space, we need to take into con-

sideration several levels (industry, organization, individual) of 

requirements and constraints. Further, there would be transitions 

across sets of UEAs due to changing enterprise requirements. 

To address the above challenges, here we extend and apply a 

previously introduced conceptual modeling framework hiBPM 

(for higher-order BPM) [5][6][7][8] for modeling user engage-

ment processes together with organizational and automated pro-

cesses that surround them, as well as their interrelationships. 

This is possible since the framework, which has BPMN as its 

basis, is being developed for modeling not just single BPs, but 

multiple BPs and their relationships, thus focusing on business 

process architectures (BPAs) of organizations. Fig. 1 presents a 

simplified BPA for a loan approval scenario, focusing on the 

domain-specific BPs (Loan Approval and Repayment) in its cen-

tre, cognitive systems-specific processes (e.g., Analytical Model 

Creation) at the bottom, and BPs managing user engagement 

(e.g., UEM Selection) at the top of the figure. 

As part of applying hiBPM, we map UEAs into primitive 

process activities (referred to as Process Elements or PEs) in the 

BPA. Then, different configurations of PEs will correspond to 

different UEMs. The chosen set of UEAs needs to be injected 

into processes executed by both human decision makers and 

cognitive advisors. For a loan approval scenario (Figs. 1 and 2), 

the UEAs are modeled as shaded activities. It is not just the set 

of UEAs that can change, but also how these UEAs are execut-

ed, how frequently, by whom, etc. To represent this, in hiBPM, 

PEs can be placed in various process stages, which are charac-

terized by their execution frequencies. E.g., a decision maker (a 

loan officer) can supply the desired decision parameters to a 

cognitive advisor for each instance of a loan approval process 

(Fig. 1) – note the activity Communicate Decision Params in the 

Loan Approval process stage. This makes sense if those parame-

ters are likely to change with every decision instance. Alterna-

tively, the user can preset decision parameters, which is modeled 

in Fig. 2A by placing the corresponding PE into the Loan Deci-

sion Config stage that is executed once for all (or for some) loan 

approval instances (note the 1:N annotation on the outgoing 

flow, which indicates the recurrence relationship among stages 

– that is, for each execution of the first stage, multiple execu-

tions of the second one are possible). This is appropriate if those 

parameters do not depend on the characteristics of each loan 

approval case. Also note that stages are annotated with actors 

responsible for their execution and feedback paths are also indi-

cated to capture, e.g., that users’ approval/rejection of recom-

mendations feeds back into stages responsible for analytical 

model design and for UE management. 

hiBPM supports two higher-order relationships among stag-

es: plan/execute and design/use (indicated by X and U respec-

tively). Plan/execute models that one process stage produces a 

specification (plan) to be executed by one or more stages. E.g., 

in Fig. 1, the UEM Selection stage specifies the UEA to be exe-

cuted for the loan approval process at any given time. De-

sign/Use models a stage that produces artifacts/tools to be 

(re)used by one or more subsequent stages.  E.g., in Fig. 1, Ana-

lytical Model is being used in the loan approval BP to help with 

decision making. 

hiBPM uses goal models [9][10] to systematically represent 

and analyze BPA configuration options and trade-offs among 

competing quality objectives, such as flexibility, cost, perfor-

mance, etc. to help design BPAs for particular organizations. 

3.2 Designing and Managing User Engagement 

In this section, we illustrate the proposed modeling framework 

using examples from the loan approval domain and outline a 

methodology for identifying and managing user engagements. 

Given a particular organization, a cognitive system, and a 

problem (i.e., a decision) at hand, how do we design and manage 

user engagements? The solution should be a method that takes 

into consideration organizational goals as well as personal goals 

of the users involved in decision making, constraints originating 

within the enterprise and coming from the business domain, and 

various contexts. For instance, for loan approval, some of these 

constraints might be the need to manually approve or audit all 

recommendations made by cognitive systems (as illustrated by 

all 3 user engagement configurations shown in Figs. 1 and 2). 
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Figure 1: A hiBPM model showing a BP architecture for a cognitively-enhanced loan approval process.

As already stressed, in most real-life situations, UE needs to 

be evolving to accommodate changing user/system capabilities 

and user attitudes (with trust being the prominent one), require-

ments, and contexts. Thus, UE cannot be static and needs to be 

managed concurrently with domain-specific BPs as well as cog-

nitive systems and UE management processes, which necessi-

tates focusing on process architectures rather than individual 

BPs.  

When designing UE, we need to explore the large space of 

options defined by various combinations of UEAs and influ-

enced by requirements/constraints as well as business context. 

Designing and evolving UE at the level of UEAs results in a 

fine-grained and flexible approach that supports changing user 

engagement by adding/removing particular activities as well as 

repositioning them within the BPA. A goal-driven approach 

inspired by [9] is envisioned, where goal models are used to 

capture functional goals, focusing on alternative ways of attain-

ing them, with quality requirements playing the role of criteria 

for selecting among the options. These goal models are linked to 

process actions, each of which achieves a certain functional 

goal. Various configurations of these actions are selected using 

goal reasoning algorithms based on functional and non-

functional requirements (and possibly on context). The benefits 

of this approach is that goal models are amenable to human 

analysis and thus offer transparency and predictability. 

Alternative approaches based on declarative process model-

ing [11] or AI-type planning can be employed as well. These 

powerful approaches would enable dynamic identification of 

new UE configurations based on changing goals/contexts, which 

matches cognitive systems’ abilities to be adaptive and self-

learning and to support (with the appropriate feedback) the han-

dling of previously unidentified conditions, unpredictable shifts 

in data patterns, etc. On the other hand, such dynamism makes it 

difficult to predict the evolution of UE and introduces additional 

complexity.  

In many situations and for many organizations, the UEA-

based approach’s flexibility may not be needed. Coupled with its 

complexity and lack of transparency/predictability, this necessi-

tates a simpler approach for well-known types of decisions and 

for organizations that require more transparency and predictabil-

ity when dealing with cognitive systems. In such an approach, 

given a type of a decision problem, a set of UEMs, each repre-

senting a typical UE pattern – a tried-and-tested selection of 

UEAs and their allocation to the appropriate process stages – is 

identified. This set of UE patterns captures the whole space of 

UE configurations as finer-grained adjustments (at the level of 

UEAs) are not possible. This reduces the space of options for 

UE (simplifying its management at runtime) and provides more 

transparency, thus favouring organizations that may be cautious 

when it comes to automation and cognitive technology. 

Here, UE patterns are designed with the help of goal-driven 

analysis techniques available in the hiBPM approach. Given 

high-level quality objectives, some of which have already been 

identified in Table 1, appropriate UE patterns are identified for 

particular types of decisions (e.g., an approve/reject type vs. that 

with the higher number of possible choices). These patterns are 

available upfront and can be analyzed. They can be reused by 

many organizations for handling similar problems. To further 

customize user engagement, the set of UE patterns can be 

pruned based on requirements and constraints. E.g., in some 

domains and/or organizations, audit of decisions may be manda-

tory and only patterns containing the audit-related UEAs will be 

included. These steps of the process are represented by the stage 

UEM Identification in Fig. 1.  
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Figure 2: hiBPM models illustrating alternative user engagement patterns for the loan approval BP: A) preset decision parameters 

and no explanations of advisor’s recommendations; B) automated decision making with manual audits.

Possible UE patterns for decisions can include the following: 

• P1: Supervised learning. Decisions are made by a human 

expert while a cognitive advisor (CA) monitors his work. 

CA is using case data, context and the decision outcome as 

the input to a supervised learning algorithm. 

• P2: CA as an Advisor. Decisions are made by a human 

expert. CA’s recommendations are presented as advice. 

• P3: Human approval of CA’s decisions. Human user 

approves or rejects CA’s recommendations (per decision 

instance). 

• P4: Human is informed of decisions by CA. CA makes 

decisions, while a human is informed of them (per in-

stance). 

• P5: CA’s decisions with (batch) human audits. Human 

users audit automatically produced decisions once per N 

number of decision instances, once in a time interval, etc. 

• P6: CA’s decisions with human audits on request. Hu-

mans have the opportunity to audit CA’s recommendations 

whenever they wish. 

• P7: CA’s decisions with automated self-audits. No hu-

mans are involved by default. Humans can review the self-

audits. 

The presented patterns can have a number of variations. Fig. 

1 shows a fragment of the BPA for handling loans (including 

approval/rejection and repayment) with the help of a cognitive 

system. The selected UE pattern is evident from the UEAs 

(shown as shaded activities) that are present in the Loan Approv-

al process. One can see that the decision maker (here, the loan 

officer) communicates case data and decision parameters in the 

Loan Approval stage, which means that this is done for every 

instance of the loan approval decision, indicating that different 

decision parameters may be needed for every loan request. After 

presenting its recommendation, a cognitive system explains it to 

the user, pointing to the fact that the loan officer is not yet fully 

trusting the system or is learning on the job. It is a variation of 

the UE pattern P3. 

Next, we focus on the dynamic aspect of user engagement 

and specify its possible evolution paths by defining transitions 

between UE patterns (see UEM Transition Setup in Fig. 1) trig-

gered by conditions, such as reaching a certain level of trust in 

the cognitive advisor (e.g., the UE pattern in Fig. 2A lacks the 

task Explain Recommendation, possibly due to a higher level of 

trust), quality of recommendations (lower quality of recent rec-

ommendations may warrant a decrease in automation and the 

shift, say, from autonomous to human-assisted decision mak-

ing). A change in the context requiring a different UE pattern 

may be recognized as well – e.g., a significant change in charac-

teristics of decision instances compared to the dataset on which 

the analytical model was trained. Until enough new data has 

been gathered and the algorithms have been trained, a more 

conservative UE pattern may be selected. The transitions will 

also take into consideration quality requirements and character-

istics of organizations and problem domains. Also, as trust plays 

a crucial role in UE, manual transitions (or the ability to override 

transitions) will likely be needed. The explicit transitions, which 

are specified using statecharts, support transparency and predict-

ability of the UE infrastructure. While this approach can only 

handle predefined conditions and evolution trajectories since 

they are defined upfront, all steps of the methodology can be re-

executed under some conditions. Thus, to update the set of UE 

patterns and/or to change the transitions among them, the corre-

sponding UEM Identification and UEM Transition Setup will be 

re-run, producing potentially new output, which will be reused 

in the subsequent stages in the hiBPM model. 

Having described the main aspects of the model in Fig. 1, 

we briefly outline the different UE patterns shown in Fig. 2A 

and 2B. They intend to showcase the range of options for speci-

fying UE, both in terms of the set of UEAs and their positioning 

in the architecture. Fig. 2A is a BPA fragment illustrating a UE 

pattern where decision parameters are preconfigured (see the 

Loan Decision Config stage executed once for possibly many 

loan approval instances), recommendations are no longer ex-

plained, and manual UEM change is no longer available. It is a 

variant of the P2 UE pattern. Fig. 2B illustrates a fully automat-

ed loan approval process – note that Pre-Approve Recommenda-

tion is executed in the stage prior to Loan Approval, pointing to 

the fact that CA’s recommendations in the loan approval BP are 

pre-approved, thus highlighting a high level of human trust in 

the system.  

  



  

  

4 DISCUSSION & CONCLUSIONS 

In this position paper, we focused on the issues of designing and 

evolving user engagement with cognitive systems, which needs 

not only to take into consideration trust, organizational and deci-

sion makers’ requirements and constraints, contexts, etc., but 

also evolve with changes in these parameters as well as in the 

user and system capabilities. We identified UEAs as the building 

blocks of user engagement and outlined a systematic model-

driven approach based on the hiBPM process architecture mod-

eling framework that can represent a space of options for user 

engagement through multiple levels of process modeling, high-

er-level relationships among BPs, and other advanced features 

and analyze them using requirements-driven techniques focusing 

on reasoning about objectives, alternative solutions, and trade-

offs.  

This approach is a starting point for developing a compre-

hensive method aimed at simplifying enterprise adoption of 

advanced cognitive systems by enabling the fine-tuning of user 

engagement with such systems based on organizational, social, 

and technical needs and constraints and supporting the ongoing 

evolution of such engagements driven by changes in all of these 

dimensions. There are many research and practical challenges. 

This challenging domain requires complex, multi-level model-

ing with powerful, yet tractable analysis methods. While we are 

building on the foundation of goal and process modeling, where 

many such analysis methods are available, many features of the 

proposed approach are novel and need to be further studied and 

validated. Practicality and usefulness of the proposed approach 

is being evaluated with an industrial partner. At present, we are 

focusing on a limited, but diverse set of decisions types that are 

typical in the enterprise context and that are increasingly being 

handled with the aid of advanced analytics. They provide the 

platform for further development and validation of our ap-

proach. 
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