IPNL: A NAT-Extended Internet Architecture
This paper presents and analyzes IP Next Layer (IPNL), a NAT extended

Internet protocol architecture designed to scalablly solve the address 
depletion problem of IPv4. In this approach only hosts and NAT boxes 
are modified, and IPv4 routers and support protocols remain untouched.
Using NAT has pros and cons. The most important benefits of NAT are 

expanding the IPV4 address space, and isolating a site’s address space 
from the global address space. Disadvantages of NAT are inhibiting certain

kinds of peer-to-peer applications, and complicating scalable network 

operation and new protocol and application design. IPNL tries to use NAT

extension instead of IPV6 as a long term architecture.

The IPNL topology is the same as today’s Internet topology: privately-
addressed realms connected to the globally-addressed Internet, and, 
sometimes, to each other, by NAT boxes. To IP routers in a realm, an 
nl-router appears to be just another host. To nl-routers, a realm appears
to be a multi-access nonbroadcast “link”.

IPNL utilizes Fully Qualified Domain Names (FQDNs) as an end-to-end 
host identifier in packets. The FQDN header contains the source and 
destination FQDNs of the packet. IPNL addresses are 10 bytes long, and 
consist of three parts: a 4-byte globally unique IP address called the Middle 
Realm IP address (MRIP), a 2-byte Realm Number (RN), and a 4-byte IP 

address, called End Host IP (EHIP) address.
When a host initiates a connection, it only knows three addresses: its own 
FQDN, its own EHIP, and the FQDN of the destination. In particular, it does 
not know its own MRIP and RN. It learns the destination host MRIPs by 
transmitting a message to a frontdoor asking that frontdoor to do a middle 
realm DNS lookup for the destination. But it does not know the destination’s 
RN and EHIP when it transmits its first packet. Instead, the source MRIP and 
RN, as well as the destination RN and EHIP, are written into the packets 
the packet travels from source to destination. Authors have implemented a 

testbed for IPNL evaluation in Linux 2.2.16, and they have seen no degradation
in network performance after adding IPLN layer.

The approach of the paper is interesting and new. It tries to keep IPV4 infrastructure

using NATs to solve IPV4 address depletion. However, from my point of view, 
replacing IPV4 by IPV6 is a better approach. The most important benefit of NAT extension over IPV6 can bet its less cost, but as we see in the paper, authors are not
sure that NAT extension is less costly than IPV6. I believe that complications that NAT imposes on the network limits innovations and new protocols. Therefore, it will be
worth to implement IPV6 even its cost is higher reasonably compared to NAT.   
