End-to-End Internet Packet Dynamics

This paper discusses findings from a large-scale study of Internet packet dynamics

conducted by tracing 20,000 TCP bulk transfers between 35 Internet sites. TCP is used for measurements because TCP traffic is real and TCP is widely used in today's Internet. Consequently, any network path properties that is derived from measurements of a TCP transfer can potentially be directly applied to tuning TCP performance. Second, TCP packet streams allow fine-scale probing without unduly loading the network, since TCP adapts its transmission rate to current congestion levels. They have conducted two runs with 1 year time difference.

The first measurements done are network pathologies. They have measured three kinds of pathologies: 1- Out-of- order delivery, which included about one percent of the total packets 2- Packet replication, happens when network delivers multiple copies of the same packet, and it was rare 3- Packet corruption, measured to be 1 out of 5000, and will not be detected 1 in 300 millions.
The other parameter estimated is bottleneck bandwidth that is a fundamental property of a network connection. This paper presents a new method instead of packet pair. Packet pair method uses the arrival time difference at destination for two packets that are sent very close to each other at the sender. The new method is packet bunch modes (PBM). The main observation behind PBM is that we can deal with packet pair's shortcomings by forming estimates for a range of packet bunch sizes, and by allowing for multiple bottleneck values or apparent bottleneck values. In general, PBM acted very well and detected a single bottleneck 95-98% of the time. 

The authors also have measured packet loss and have provided statistics for both data and Ack packet loss. They observed packet loss of 3.5% in average. They also found that packet loss happens more for loaded data packets, Acks, and unloaded data packets. The reason for this difference between ack and data loss rates is the fact that, while an ack stream presents a much lighter load to the network than a data packet stream, the ack stream does not adapt to the current network conditions, while the data packet stream does, lowering its transmission rate in an attempt to diminish its loss rate. The other measurement is related to redundant retransmissions (RR) including unavoidable, coarse feedback and bad RTO RRs. They reach to the result that ensuring standard-conformant RTO calculations and deploying the SACK option together eliminate virtually all of the avoidable redundant retransmissions.  
 The final issue is packet delay. They confine their analysis to variations in one-way transit times (OTTs) and omit discussion of RTT variation because the objective is network dynamics not transport protocol. Their measurements show that Internet delay variations occur primarily on time scales of 0.1-1 sec, but extend out quite frequently to much larger times.

In general, the paper is very well written, and measurements are based on a very large amount of data which is obtained in real network. In addition, observations are reported quite in detail, and their new method in bottleneck estimation is very interesting. However, since the paper is a little old, the experiments should be repeated for today’s consumption; the nature of the Internet has changed a lot during last 10 years.
