A Reliable Multicast Framework for Light-weight Sessions and Application Level Framing
This paper describes Scalable Reliable Multicast (SRM), a reliable multicast framework for light-weight sessions and application level framing. SRM is designed to meet only the minimal definition of reliable multicast that is eventual delivery of all the data to all the group members, without enforcing any particular delivery order. SRM follows the core design principles of TCP/IP. It builds reliability on an end-to-end basis and dynamically adjusts the control parameters based on observed performance within a session.
The paper describes wb , a network conferencing tool that provides a distributed whiteboard, as a concrete example which works on  SRM framework. SRM is based on two main assumptions. First, it assumes that the data has unique, persistent names. The second assumption is that the application naming conventions allow us to impose a hierarchy over the name space. In fact, in this approach, data space is divided into containers called “pages”. Whenever a member generates new data, the data is multicast to the group. In addition, each member multicasts low-rate, periodic, session messages that announce the highest sequence number received from every member for the current page. 

In SRM, each member of the group is individually responsible for detecting loss, generally by detecting a gap in sequence space, and requesting retransmissions. Members who detect a loss wait a random time, and then multicast their repair request. These repair requests are not addressed to a specific sender, and data is requested by its unique, persistent name. Due to the importance of loss recovery in SRM, the paper discusses request/repair algorithms for chain, star and tree topologies separately and in detail. To verify the functionality of the request/repair algorithms, simulations on random trees and large bounded-degree trees are done. Both sets of simulations show acceptable performance for request/repair algorithms. Local loss recovery is also important where the neighborhood affected by the loss is small. The paper discusses administrative scoping, separate multicast groups and time-to-live (TTL) based scoping as three methods to confine the domain of the global loss recovery.
In general, the paper has a viable approach to reliable multicast, and has examined the global request/repair algorithm very well. In addition, introducing a real application (wb) which works on the proposed framework makes it more concrete. However, it has left many problems open

