 Improving the Reliability of Internet Paths with One-hop Source Routing
This paper presents a technique called one hop source routing, which is a simple, scalable approach to recover from Internet path failures. When a path failure happens in this scheme, it attempts to recover from it by routing indirectly through a small set of randomly chosen intermediaries. 
The first step in the paper is to conduct a large scale measurement study to discover the frequency, location and duration of path failures, and to asses the potential benefits of one-hop source routing in recovering from those failures. They use 67 PlanetLab vantage points to probe 3153 Internet destinations (including popular Web servers, broadband hosts and randomly selected IP addresses) for failure over seven days. They also use 39 PlanetLab nodes to use as intermediaries. These are PlanetLab nodes which are stable, and geographically distributed. The probes consisted of TCP ACK packets which were sent to destinations every 15 seconds to each destination, and the destination host responses with a TCP RST. If the vantage point fails to receive a response in 3 seconds, they consider a loss has occurred. The result of experiments show that more than 66% percent of failures to servers and 39% of broadband failures are recoverable (Other failures ate last hop failures and are unrecoverable).
One-hop source routing is conceptually straightforward. After a node detects a path failure, it selects one or more intermediaries and attempts to reroute its packets through them. Further statistics shows that more than 81% of recoverable failures can be recovered through 21 to 39 intermediary nodes. This result along with many other investigations in the paper results in random-4 method. This method suggests that an effective one hop strategy is to begin recovery after a single packet loss, to attempt to route through both the default path and four randomly selected intermediaries, and to abandon recovery after four attempts to each of the randomly selected intermediaries fail, waiting instead for the default path to recover itself. The paper also presents a Linux-based implementation of one hop source routing named SOSR. SOSR builds on existing Linux infrastructure (netfilter/iptables) to route failures through a user-mode policy module on the source and a user-mode NAT proxy on intermediaries. This implementation is able to reduce recoverable failure by 56%.
Generally speaking, the paper is good because it proposes a method which is easy to implement with a low overhead to recover path failures. The paper uses huge experimental results to reach to its fine tuning. This is good because it is based on reality of the network. The ideas and details are discussed clearly and graphs are self-explaining.
