An Integrated Congestion Management Architecture for Internet Hosts
This paper presents a novel end-system architecture for managing network congestion. This architecture is centered around a Congestion Manager (CM), and integrates congestion management across all applications and transport protocols. CM enables an ensemble of concurrent TCP connection to share bandwidth and obtaining consistent performance with adversely affect each other. It also enables UDP applications to adapt to congestion conditions without having to perform congestion control on their own. It also controls applications that turn off TCP congestion control to accelerate web downloads.
CM has two modules, one at the data sender and one at the data receiver. Sender CM includes following parts: Congestion Controller to adjust aggregate transmission rate based on its available information, Prober to send periodical probes to the receiver CM, and Flow Scheduler to apportion available bandwidth between different flows. CM components at the receiver are: Hints Dispatcher to collect application hints and send them to the CM sender, Loss Detector to maintain loss statistics and detect congestion, and Responder  to maintain statistics for the number of bytes received by each flow and participate in probing protocol. Sender CM attaches a header to outgoing packets to communicate with receiver CM. Both sender

and receiver CM include CM API that their applications use to communicate with CM. Using CM API, flows can determine their share of the available bandwidth, request and schedule their transmissions, inform the CM about successful transmissions, and be informed when CM changes their share of bandwidth. All these are done through some data structures and functions described in detail in the paper.
CM uses a combination of window-based and rate-based mechanisms for congestion control to reduce bursts. This hybrid window-rate scheme makes it friendly to the existing TCP traffic in the network. CM uses two forms of feedback for congestion control: application notification and explicit feedback. This feedback is collected by sending periodic probes to the receiver CM twice every round-trip. When CM receives no response to a probe message, it uses exponential aging to adapt to congestion. It means that the transmission rate is halved relative to its current value. CM uses a simple Hierarchical Round Robin Scheduler to apportion bandwidth among flows in proportion to pre-configured weights.
Authors have implemented CM using ns, and have done several simulations to evaluate CM. The results show that CM enhances the predictability of TCP performance, and allows a layered audio application to adapt well to bandwidth changes.

The paper is clear and well organized. It has a revolutionary approach to congestion control. It uses a modular architecture which enables all forms of applications to adapt themselves to congestion conditions, and also coordinates concurrent connections in reaction to congestion.  
