Chapter 2

Implementation
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Figure 2:  Sample image for processing

The desired result of the centre-surround feature contrast detection algorithm is a contrast map that can be used in further processing in the Tsotsos attention system (Tsotsos et al. 1995).  The contrast map can also be displayed as an image for visual inspection and interpretation.  In image form, bright areas indicate high relative contrast and dim areas indicate low relative contrast. The contrast measurement is relative within the image and cannot be compared across images. This paper will present contrast maps in image form.  

Two dimensions, orientation and luminance, are used to calculate the contrast map in the examples in this chapter.  Feature contrast can occur in other dimensions, such as colour and scale, and these would have to be added to the process in order to establish a complete contrast map.  For the purpose of establishing the validity of the method, only the two dimensions noted above are implemented.  

The centre-surround feature contrast detection algorithm consists of the following five steps:  1) compute the feature maps, 2) construct the multiple-resolution representations, 3) convolve each feature map with a Difference of Gaussians (DOG) operator, 4) combine the DOG results to produce feature contrast maps, and 5) combine the feature contrast maps to form the cross-dimensional contrast map for the image.  To illustrate these steps, the image in Figure 2 is shown at each stage of processing.

Step 1:  Computing Feature Maps

In order to compare the local contrast of elemental features, these features must first be located in the original image.  The presence of elemental features is indicated in feature maps, one for each feature value to be used in the computation.  

There are two feature maps for luminance (Figure 3).  The first is a copy of the original image.  This can be used only because the image used in the example is a greyscale image, in which each pixel value represents the luminance at that position.  For colour images, more processing is necessary to obtain the first luminance feature map.  The second luminance feature map is a negative image of the first.  This is necessary to detect  the contrast of a dark object on a bright background.
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	(a) Original
	(b) Negative


Figure 3:  Intensity feature maps

For orientation, multiple feature maps are required, each targeting a specific orientation.  Each map measures how close the orientation of a line segment in the image is to the target orientation for that map.  For example, a horizontal line in the original image will cause a strong response in the 0( feature map, but no response in the 90( feature map, and a line at 45( in the original image will result in equal responses in both the 0( and the 90( feature maps.  This is illustrated in Figure 4. Figure 4(a), the 0( feature map, indicates horizontal lines by a strong response (bright areas) while vertical lines have resulted in no response. Figure 4(c), the 90( feature map, represents the opposite effect - vertical lines elicit the strongest response, while horizontal lines elicit none. 

The target orientations of the edge maps are always evenly distributed between 0( and 180(, so the number of orientations also determines the granularity of the intervals between target orientations.  In the example demonstrated in this section, the number of orientations was set to 4, so four feature maps are created with targets 0(, 45(, 90( and 135(. 

To form the orientation feature maps, the Sobel edge operator is used to determine the orientation and magnitude of each line segment.  Two operators (Figure 5) are applied to each image pixel, resulting in measures of the gradients, Sx and Sy, in orthogonal directions.  
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	(a) Target = 0(
	(b) Target = 45(
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	(c) Target = 90(
	(d) Target =135(


Figure 4:  Orientation feature maps

The orientation and magnitude of the edge are then calculated for each pixel as follows.

 EQ orientation: ( = tan\s(-1) \b(\f(Sy, Sx))
 EQ magnitude: m = \r(Sy\s(2) + Sx\s(2)) 
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Figure 5:  Sobel Edge Operator Masks

This results in an orientation value between -90( and 90(.  To simplify calculations, 180( is added to any negative orientation values, so that the final orientation lies between 0( and 180(.  

The choice of edge operator was a trade off between computational complexity and concordance with biological visual functioning.  Second derivative based operators provide results that are in closer agreement with physiological and psychophysical data than the results from first derivative based operators (Bergen & Landy 1991).  However, second derivative based operators are somewhat more computationally intensive than first derivative based operators, especially when detecting a very fine orientation difference.  A first derivative based operator, such as the Sobel operator, is considered sufficient to provide the orientation measurements required by this algorithm.  In Chapter 5, a second derivative based edge operator is tested and results in very little change in the resulting contrast map.

The feature maps are formed from the orientation and magnitude values by the following steps, where the target orientation is the orientation of the map currently being computed.

1) Compute the difference ((d, i) between the target orientation ((t) and the orientation of the current pixel ((i).

(d, i = | (t - (i |
if  (d, i > 90(, (d, i = 180( - (d, i 

The second step of testing for a difference greater than 90( is necessary because the greatest difference in orientation occurs when two lines are orthogonal.  After 90(, they begin to approach each other again, and subtracting (d, i from 180( reflects this fact.  For example if the target is 0( and the current pixel has an orientation of  170( then there is in fact only a 10( difference between the two.

The difference ((d, i) is 0( when the orientation of the current pixel is equal to the target orientation, and increases to a maximum of 90( when the orientations are orthogonal.  For further calculations, however, the inverse relationship is required.  That is, the measure must be at a maximum when the orientations are the same and decrease to a minimum when they are orthogonal.  This measure is calculated in the next step.

2) Compute a measure of nearness ((n, i) to the target orientation.

(n, i = 90( - (d, I
This could also be accomplished by dividing (d, i by 90(.  A comparison of the two methods is included in Appendix A.

3) Weight the computed difference by the magnitude of the original line segment.

Orientations Map [i] = (n, i * mi
This ensures that the strongest response occurs at the central portion of the line.  At line endings, the gradient operators cover fewer line pixels, often resulting in the orientation being incorrectly classified and also a low magnitude being given to those locations.

4) After all edge maps have been calculated, they are normalized so that all values are in the range [0, 255].  This is done by first finding the maximum value (M) across all maps, and then multiplying the value of each orientation feature map pixel by  EQ \f(255,M) .

Step 2:  Forming the Multiple-Resolution Representation

The multiple-resolution representation is used to reduce the resolution of the feature maps.  The use of reduced resolution feature maps is desirable for two reasons.  The first is because the aim of the feature contrast detection algorithm is to compare features such as line segments.  Edge detectors classify individual pixels as being part of a line segment of a certain orientation; however, because edge detectors work on a small scale, they are prone to misclassify at least a small number of pixels.  Reducing the resolution decreases the effects of misclassified pixels.  For example, pixels near the ends of a line segment are often classified as being diagonal or orthogonal to the actual direction of the line.  Reducing the resolution averages these results with the results of the surrounding pixels, which are either correctly classified or not classified as part of the line segment at all.  Detail, however, is lost as the resolution is decreased.   If the compression causes the distinction between neighbouring segments to blur into each other, the contrast between them will be reduced and this will have a negative effect on the outcome of the algorithm.  The second reason reduced resolution is desirable is because it substantially reduces the amount of time needed to perform subsequent computations.

The number of levels in the multiple-resolution representation is specified as an input parameter to the system.  The optimum number of levels is dependent on the image features and the size of Gaussians to be used in Step 3.  See Appendix A for a discussion of the choice of number of levels of reduction. The example in Figure 6 shows a 3 level multiple-resolution representation for the orientation feature map with target=0(.  The original feature map forms the base of the tree.  The value for each pixel in the subsequent levels is calculated by averaging the values of a block of four pixels on the preceding level according to the formula below.  This reduces the dimensions of the image by a factor of two at each step.
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Where pixel i, x, y refers to the pixel in the xth row, yth column, of the ith level of the multiple-resolution representation.
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	(a)  320 x 320 pixels
	(b) 160 x 160 pixels
	(c) 80 x 80       pixels


Figure 6:  Multiple-Resolution Representation

Step 3:  Convolving Feature Maps with Difference of Gaussians operator

To determine the contrast within each dimension, each target must be considered individually to determine if it is in contrast with its surroundings.  Within this section, the target being considered is referred to as the focus, and the resulting map indicating the contrast between a single focus feature and its surround is referred to as the feature contrast map.  The highest value in the feature contrast map occurs where there is an instance of the focus feature surrounded by non-focus features or no features, that is, a background of constant luminance.  Any occurrence of non-focus features within the central area, or of focus features in the surrounding area decreases the contrast value.  A difference of Gaussians (DOG) operator is ideal for this situation, because it has opposing centre and surround areas.  The small-radius, centre Gaussian and the larger-radius, surround Gaussian are calculated individually and each is applied to the image, then the difference between the two results is calculated.  The Gaussians are calculated by:
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where x1, x 2  range from -radius to +radius and G is the normalized form of the Gaussian g.

The value of (2 for both Gaussians was determined through testing.  The results of these tests are included in Appendix A.  Based on these results, a value of 2.0 is used as the default value for (2 for both center and surround Gaussians.  Although both Gaussians have the same value for (2, they are not the same shape because the size of the surround Gaussian is larger than that of the center Gaussian, and both Gaussians are normalized to sum to one. 

Using the proper size Gaussians is necessary to achieve meaningful results. To simplify calculations, the surround Gaussian is given a diameter three times the diameter of the centre Gaussian.  This ratio proved adequate in testing, as shown in Appendix A, and reduced the problem of Gaussian size to a single parameter, the size of the centre Gaussian.  For images composed of identical line elements, similar to the sample image, the centre Gaussian is ideally just large enough to completely cover a single element.  If it is smaller, the surround Gaussian will be affected more by the empty space between elements than by the neighbouring elements themselves, resulting in a contrast value determined mainly by the response of the centre Gaussian.  Examples using different sized Gaussian operators are shown in Appendix A.

Step 4:  Combining DoG Results to form Within-Dimension Contrast Maps

For luminance contrast, there are two feature maps, and for orientation contrast there are multiple feature maps.  To determine the contrast value for a specific position, the results of the DOG convolution on the feature maps are combined in a weighted sum.  For intensity, the weights are w0 = 1, and w1 = -1.  The weights for orientation contrast are calculated under the following constraints.

1)  w0 = 1 :  The weight of the focus orientation is 1.
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:  The sum of all weights is 0.  Satisfing these two constraints requires that 
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3)  wi  = wn-i  = i w1 , i([1, n/2] : The magnitude of the weights are incremented at a constant rate until the direction orthogonal to the focus is reached.  They are then decremented at the same constant rate as the orientation again approaches the focus.  Satisfying this final constraint, in combination with the previous two, requires that all weights except w0 are negative.

Where n is the number of orientations, i([1..n-1], w0 is the weight of the focus orientation ((0), and wi  is the weight of the i’th orientation.  

These constraints ensure that the result from the Gaussian convolution of the focus orientation is given a positive centre, negative surround, while all other features have a negative centre, positive surround.  The greatest response will occur when only positive values are summed, that is, in an area with a feature of the focus orientation in the centre surrounded by features of other orientations.  The weights are derived as follows, where “constraint” refers to the constraints listed in the previous paragraph, and “line” refers to the numbered equation in this derivation.
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(constraint 2)
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(line 1 and constraint 1)

For even n:
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(line 2 and constraint 3)
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(line 3, solve for w1)
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(line 4 and constraint 3)


For  odd n:
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(line 2 and constraint 3)
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(line 3, solve for w1)
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(line 4 and constraint 3)


Example 1:  n=4 (n is even)

In this case, the orientations to which the weights are applied are 0( (w0 - the target orientation), 45( from the target (w1), 90( from the target (w2) and 135( from the target (w3).

In accordance with constraint 1, w0 = 1

Line 2 of the above derivation specifies that w1 + w2 + w3 = -1

In accordance with constraint 3, w1 = w3

Therefore, 2w1 + w2 = -1

Also in accordance with constraint 3, w2 = 2w1
Therefore, 4w1 = -1

So, w1 = -¼, w3 = -¼ and w2 = -½

This result agrees with the formula derived above.

Example 2:  n=5 (n is odd)

In this case, the orientations to which the weights are applied are 0( (w0 - the target orientation), 36( from the target (w1), 72( from the target (w2), 108( from the target (w3) and 144( from the target (w4).

In accordance with constraint 1, w0 = 1

Line 2 of the above derivation specifies that w1 + w2 + w3 + w4 = -1

In accordance with constraint 3, w1 = w4 and w2 = w3
Therefore, 2w1 + 2w2 = -1

Also in accordance with constraint 3, w2 = 2w1
Therefore, 6w1 = -1

So, w1 = -1/6, w4 = -1/6, w2 = -1/3 and w3 = -1/3

This result agrees with the formula derived above.

Step 5:  Combining Within-Dimension Contrast Maps

At this point in the process, there are two intensity contrast maps (Figure 8) and multiple orientation contrast maps (four in our example), as shown in Figure 7.   The multiple orientation contrast maps indicate areas where the target orientation was in contrast with surrounding elements of different orientations.  Figure 8(a) indicates areas where a bright element contrasts with dark surround.  Figure 8(b) indicates areas where a dark element contrasts with a bright surround. These are now combined to form a single cross-dimensional contrast map for the image.  The final contrast map is formed by comparing a pixel location across all feature contrast maps, and the maximum value is chosen as the cross-dimensional contrast map value for that pixel.  The final map is then normalized so that all values lie in [0, 255] (Figure 9).  This step assumes that equal contrast measurements in different dimensions represent equal overall contrast in the image, that is, that all dimensions are weighted equally.  As stated previously in the introduction, this is not necessarily the case in biological vision.  Testing would be necessary to compute accurate weighting factors for each dimension.  It has also been shown that interaction occurs between different dimensions (Nothdurft 1993b, Nothdurft 2000a, Nothdurft & Paralitz 1993).  An element that contrasts both in luminance and orientation will pop out more than an element that has the same contrast in only one of the two dimensions.  This interaction is not represented in the current feature contrast detector implementation.
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	a) Focus: 0(
	b) Focus: 45(
	c) Focus: 90(
	d) Focus: 135(


Figure 7: Orientation contrast maps
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	a) Original
	b) Negative


Figure 8:  Intensity feature maps
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Figure 9: Final contrast map
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