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Abstract— Collocation methods based on quartic splines
are presented for second-order two-point boundary value
problems. In order to obtain a uniquely solvable linear sys-
tem for the degrees of freedom of the quartic spline colloca-
tion approximation, in addition to the boundary conditions
specified by the problem, extra boundary or near-boundary
conditions are introduced. Non-optimal (fourth-order) and
optimal (sixth-order) quartic-spline methods are considered.
The theoretical behavior of the collocation methods is veri-
fied by numerical experiments. The extension of the meth-
ods to two-dimensional problems is briefly considered.
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I. INTRODUCTION

Collocation is a simple discretization methodology for
boundary value problems (BVPs), which requires no inte-
gration.The most widely used collocation for BVPs is or-
thogonal piecewise polynomial C! collocation at the Gauss
points [2]. Splines are piecewise polynomials of degree k
and continuity k — 1 on the nodes of the domain partition.
Spline collocation has been shown to be an effective alter-
native to spline Galerkin or orthogonal collocation. Spline
collocation uses only one data point per subinterval of the
partition, thus has an advantage over collocation at Gauss
points in terms of the size and the complexity of the arising
linear systems. When spline collocation is considered for
the discretization of second-order BVPs, the typical choice
of splines is either quadratic or cubic, while, for fourth-
order problems, either quartic or quintic. In the case of
quadratic [7] or cubic [5], [1] spline collocation and second-
order problems, the computed approximations exhibit up
to fourth order convergence, while in the case of quartic
[12] or quintic [8] and fourth-order problems, sixth order
can be achieved.

In an effort to obtain sixth order convergence with a
spline collocation approximation for a second-order prob-
lem, we use quartic splines. However, since quartic splines
have more degrees of freedom than quadratic and cubic
splines for the same partition, the choice of collocation
points and equations requires extra care. In developing
a quintic spline collocation method for second-order two-
point BVPs, Irodotou-Ellina, Houstis and Kim [9] face a
similar problem and present a way to overcome it.

Collocation methods based on quartic splines are pre-
sented for second-order two-point boundary value prob-
lems. In order to obtain a uniquely solvable linear sys-

Address:  Department of Computer Science, University of
Toronto, Toronto, Ontario, M5S 3G4 Canada. E-mail:
{cce,ghliu}@cs.toronto.edu .

The second author is currently at Department of Mathematics, Uni-
versity of Chicago, E-mail: ghliu@Quchicago.edu

tem for the degrees of freedom of the quartic spline col-
location approximation, in addition to the boundary con-
ditions specified by the problem, extra boundary or near-
boundary conditions are introduced. The straightforward
way of forming the quartic spline collocation equations is
by satisfying the differential equation, boundary and extra
boundary conditions exactly on appropriate sets of collo-
cation points.

The approximations obtained by these equations are
fourth order, that is, non-optimal. Two optimal meth-
ods, namely the extrapolated (one-step) and the deferred-
correction (two-step) methods, are formulated based on
appropriate extra boundary conditions and an appropri-
ate perturbation of the operators of the differential equa-
tion, boundary conditions and extra boundary conditions.
The analysis shows that the maximum discrete error on the
nodes and midpoints of a uniform partition is of sixth or-
der, and the maximum global error is of fifth order for the
optimal methods. The theoretical behavior of the collo-
cation methods is verified by numerical experiments. The
extension of the methods to two-dimensional problems is
considered.

II. PROBLEM AND DISCRETIZATION

We consider the numerical solution of linear second-order
two-point boundary value problems (BVPs), which consist
of the operator equation

Lu = p(x)u” (Hq(z)u’ (ehr(z)u(z) = f(x), = € (a,b) (1)

subject to boundary conditions

oau(a) + pru’(a) = g1,
agu(b) + fou’' () = g2}, (2)

where u(z) is the unknown function, p(x),q(x),r(x) and
f(x) are given functions, and oy, ag, f1, B2, g1 and g2
are given scalars. The methods presented can easily be
extended to non-separable boundary conditions. For later
convenience, extend the notation of the scalars ¢g; and go
by defining g(z¢) = g1 and g(zy) = go.

Let A be a partition of the interval [a, b] into subintervals
using uniform grid points z; = a + i X h, where h = b*T“
i=20,---,N. Consider also the set of collocation points

Bu={ Biu
BQU, =

xl%m,i: 1,"',N,TN+1 ::rN}.
(3)
Let SA be the space of quartic splines with re-
spect to A with C3[a,b] smoothness. Let ¢;(z),i =
—-1,0,1,---,N,N + 1, N + 2, be the standard basis func-
tions for quartic B-splines. Any quartic spline S € S4 can

T= {T():{E(),Ti =



be written as S(z) = Zf\:izl ci¢i(z),for some coefficients
(degrees of freedom — DOFs) ¢;,i = —1,---, N +2. We
are seeking an approximation ua € S} to the solution u of
BVP (1)-(2).

III. QUARTIC SPLINE INTERPOLATION

In this section, we use the definition of a particular quar-
tic spline interpolant from [12], summarize some results
shown in [12], and present some more results directly de-
rived from [12]. We denote u(7;),i =0, -+, N+1 by u;, and
the kth derivative DFu(z) of u(z) by u*). For example,
u® = u”. We extend these notations to other functions as
well. Let S € S} satisfy

Si:uiv i:]-v"'aNa (4)
h? h#
S = M ﬂug‘” + %ugsm =1,2,N —1,N.(5)

A. Quartic spline interpolant error
From [12], if u € C1%[a, b], we have, for i = 1,---, N,

Tt
S =) — ™ + O, (6)
Tt
S = u? + gzgu” + O, (7)
and, fori =0,---, N,
S(xi) = u(x)+O(h°), (8)
h4
$W(w) = uW (@) + —oul® (@) + O(°),  (9)
h4
S (z) = u®(x;) - %u(ﬁ) (z;) + O(h%).  (10)

Further, we define the discrete difference operator 62 by

6%y = Yico — dyim1 + 6% — 4yip1 + Vi, i =3, , N — 2.

In [12], if u € C'%a,b], from (6)-(10), the following rela-

tions are shown for i =3,---, N — 2:
52 (€]
u? = }f; +0(h?), (11)
2¢(2)
u® = T2 o). (12)

If u € C%a,b], then the following approximations to
u® and u(® are justified in [12] at boundary and near-
boundary points {xo, 71,72, TN—1, TN, TN} for k =5,6

1

uM (o) = F7(70°55 7Y 5525 ) + 0(1*)(13)
u® (7)) = %(35259‘4) — 28285 ) + O(h?), (14)
u® (r9) = %(25259‘4) — 828y o), (15)
uB(ry ) = T OPSED —SED) + 0), (16)
u®) () = %(3525%“:;‘) — 2025 7)) + O(h?), (17)
u® (zy) = ﬁ(w?s}ﬁ:;‘) — 56290~ ) + 0(h?)(18)

In a similar way, if u € C'°[a, b], we can show, for k = 5,6

u® 1) = G (6525~ 38757Y) 1 0()(19)
1 _ _
WM (zy_p) = 2—}14(552555“,;*) — 3625y 4 o(h?)(20)

For the global error bounds, we have Theorem 1 [12].
Theorem 1: Let S be the quartic spline interpolant of
u € C'°a, b] defined by (4)-(5). We have the global error
bounds
I 5% —u® o= O(R®~F),

for k=0,---,4.

B. Quartic spline interpolant residual

By (6)-(10), the interpolant S satisfies

7h? (6) 7h? (5) 6 )
LS; = fi+ ——-piv;  — ——=qu; +O(R’), i=1,--- N,
fitTogoPi% ~Hrgodits HOMR), 1)
and B
B1S(zo) = g1+ ﬁﬁlu(5)(x0) +0(h%), (22)
h4
ByS(wn) = g2+ ﬁﬁzu(m(fﬁv) +O0(h%). (23)

By (8)-(10), S also satisfies
LS(@) = F(:) + 2 plau® () — 2 gau® (z)
) 240 ) ) 720 ) )
+ O(hG)viZOa"'vN7 (24)

The approximation of derivatives stated in (11)-(18) allow
(21) and (22)-(23) to be written as

LS1 — —py (36252628 gy (3525{' L26%5(")

1920 5760
= f1+ O(h®), (25)
T 2 0(2) 52 a(2) 7 20(1) 52 o(1)
LSy = $55502(20° 55702817 ) 4 0207850753
= fo+ O(h°), (26)
o 7 s2a(2) 7 2D
LSi = 1950709 F 576090 %
= fi +0(%), i=3,---,N -2, (27)
7
LSy 1 — MpN_1(252S§312—5QS§313)
7
+ %QN—l(Z(SQS](\})—Q - 5251(\})—3)
= fn—1+O(h%), (28)
7
LSy — MpN(s(s?Sﬁ)_Q—%?S}i)_g)
7
+ et (30°Sy L2075y 5)
= fn +O(h%), (29)
and
1 26(1) r20(1) 6
BlS(xo)— ﬂ1(7(5 S3 —55 S4 ) = gH'O(h ),(30)

1440

1
BQS(xN)—@ﬁQ(752S§V”_2—552S§V1>_3) = go+O(h%). (31)



From (19)-(20), we can write (24) for z; and zx_; as

1
LS(z1) + r&)p(xl)(5525§2>—3525§2>)

1 (1)
- mQ(xl)(55253
= [(@1) +O(M°),

LS(zn_1) + play_1)(5628 , — 3525 ,)

— 30%55Y)

(32)
1
80"
- 1 2 (1)
= flan-1)+0(h°),

and for zg and xn as

L 26(2) _
LS(xo) + 480P($0)(755

1 (1)
~ gz (w0) (78°557
= f(z0) + O(h°),

1 2
LS(an) + 4oplen)(T655,

1 9 (1
1440(1(331\/)(75 Sy

= f(zn)+O(R%).

— 36250,
(33)

55255%)
53255")
(34)
2
— 50253 )
1
— 5625,
(35)

Denote by L* the discrete operator defined by the left
side of equations (25)-(29) and (32)-(35). Similarly, denote
by B* the discrete operator defined by the left side of equa-
tions (30)-(31). The operators L* and B* can be viewed as
perturbed operators L and B, respectively, at the associ-
ated points. That is, L* = L+ P, and B* = B+ Pg, where
P, and Pp the perturbation terms arising from (25)-(35).
Then, we have following lemma.

Lemma 1: Let S be the quartic spline interpolant of the
solution u € C1%a, b] to (1)-(2), defined by (4)-(5). Then
S satisfies the relations

LS(n) = f(m)+O(h?"), i=1,---,N,

BS(xz) = g(xl)+0(h4)’ i1=0,N, (36)
LS(z;) = f(z:)+O(h"), i=0,1,N—1,N,
L*S(r;) = f(rn)+O0O(Mh®, i=1,--- N,
B*S(x;) = g(z;)+O(h%), i=0,N, (37)

g
L*S(z;) = f(x:) +O(h%), i=0,1,N —1,N.
Note that, since L* L+ Pr, and B* = B + Pp, relations
(37) can be equivalently written as

LS(r;) = f(r)—PLS(n)+OR°), i=1,---,N,
BS(z;) = g(z;) — PS(x;) + O(h®), i =0, N, (38)
LS(z;) = f(x;) — PpS(x;) +O(h%), i =0,1,N -1, N.

IV. QUARTIC SPLINE COLLOCATION

Let ua(z) = Zf\fi ci¢i(x) be a quartic spline colloca-
tion approximation to u(x). It is clear that N + 4 linearly
independent conditions are required in order to uniquely
determine a quartic spline. The straightforward formula-
tion of collocation applies the operator and boundary op-
erator equations (1)-(2) at a certain prescribed set of col-
location points. By applying collocation to (1) and (2)

at the points of 7', we have N + 2 linearly independent
conditions. In order to uniquely define the quartic spline
ua(x), another two conditions are required, referred to as
extra boundary or near-boundary conditions. The choice of
the extra conditions and of the points at which they are
applied is critical in formulating any quartic spline colloca-
tion method and, in particular, an optimal quartic spline
collocation method.

Let F1 and E5 be the operators of the extra conditions,
and let t; and to be the collocation points, where these
extra conditions are applied. A set of N + 4 collocation
conditions is then

LU'A(Ti) f(Ti)v Z.Zla"'vN7
Bua(zi) = g(z:), i=0,N,
EzuA(tz) = €4 1= 17 2)

where the scalars e; and e are determined with respect
to the choice of F; and E>. In the following, we discuss
possible choices for Fy, Fo, t; and t,.

A. Eaxtra conditions Lu = f at 1 and xy_1

One choice of extra conditions which leads to a uniquely
defined quartic spline collocation approximation, as well
as to an optimal quartic spline collocation method is to
apply the operator L at the grid points, x1 and xny_1, that
is, the nodes near the boundary points. This implies that
Ei, =FEy, =L, t1 = a1, ta = zy-1, e1 = f(x1), and
e2 = f(zn—1)-

A quartic spline collocation method for BVP (1)-(2) de-
termines v € S by the equations

Lv(r) = f(m), i=1,--- N, (39)
Bu(z;) = g(x;), i=0,N, (40)
Lv(z;)) = f(x), i=1,N-1. (41)

The approximation v determined by the above equations
turns out to be of fourth order, that is, sub-optimal.

In one formulation of the optimal quartic spline colloca-
tion method, we determine a quartic spline ua € Si that
satisfies the relations

L*ua(T;) f(ri), i=1,---,N, (42)
B*ua(z;) = g(x;), i=0,N, (43)
L*'ua(z;) = f(x), i=1,N-1. (44)

We refer to this method as the one-step or extrapolated
quartic spline collocation method.

In an alternative formulation of the optimal quartic
spline collocation method, we determine a quartic spline
ua € SA through a two-step quartic spline collocation
method. In Step 1, v € S} is determined by equations
(39)-(41). In Step 2, ua € S} is determined by equations

L’U,A(Ti) = f(Ti)—PL’U(Ti), i:1,"',N, (45)
Bua(z;)) = g(x;) — Pgv(x;), i=0,N, (46)
Lua(z;) = f(x;) — Pro(x;), i=1,N—1. (47)

In [6], it is shown that the one-step quartic spline colloca-
tion equations (42)-(44) are uniquely solvable for the BVP



problem (1)-(2), where p(z) = 1,q(z) = r(z) = 0,1 =
as = 1,01 = P2 = 0,91 = g2 = 0. Similar results can be
shown for the two-step method.

B. Eztra conditions Lu = f at xg and xn

A second choice of extra boundary conditions is to apply
L at the boundary points x¢p and x. This implies that
Ey, =FEy =1Lt = x0, ta = zn, e1 = f(x0), and ey =
f(@n).

A fourth-order quartic spline collocation method for
BVP (1)-(2) determines v € S4 by the equations (39)-(40)
and

Lv(xi) = f(z),

The optimal one-step quartic spline collocation method de-
termines ua € SA by the equations (42)-(43) and

L*ua(xz;)) = f(x;), i=0,N.

The optimal two-step quartic spline collocation method de-
termines ua € SA in two steps. First v € S} is determined
by equations (39)-(40) and (48), then ua € S% is deter-
mined by equations (45)-(46) and

Lua(z;) = f(zi) — Pro(a;),

In [6], it is shown that the one-step quartic spline colloca-
tion equations (42)-(43) and (49) are uniquely solvable for
the BVP problem (1)-(2), where p(z) = 1,¢(z) = r(z) =
0,00 =g =1,01 = B2 = 0,91 = go = 0. Similar results
can be shown for the two-step method.

In [6], other types of extra conditions are also presented.
Some conditions resemble the natural cubic spline inter-
polant end-conditions or variations thereof. They lead to
uniquely determined, however sub-optimal, quartic spline
collocation approximations.

i=0,N. (48)

(49)

i=0,N. (50)

V. CONVERGENCE ANALYSIS

In this section, we present the convergence analysis of
the two-step quartic spline collocation method (39)-(40)
and (48), (45)-(46) and (50). The analysis of the one-step
method is found in [6].

We consider the BVP (1)-(2) with p(z) = 1 and homo-
geneous Dirichlet boundary conditions g1 = g2 = 0. We
assume that u, ua and v satisfy the boundary conditions.
Assume that the BVP u” = 0, Bu = 0 has a unique solu-
tion. Then [11] there is a Green’s function G(z,t) for that
problem. Let y = u”, ya = v, and s = v”. Then u, ua,
v and their first derivatives can be obtained by

= /b G(x, t)y(t)dt, u'(z) = /b Gy (z, t)y(t)dt
ua /GxtyA( t)dt, ulp(zx /G (x,)ya(t
/ Gla, )s(t)dt, o () :/ G, D)s(b)dt
Tntroduce the operator K : C'(a, b) — C(a, b) defined by

b b
Kz(x) = q(z) /Gw(x,t)z(t)dt—l—r(x) /G(x,t)z(t)dt, (51)

and the linear projection Pa that maps La(a,b) to S% by
piecewise quadratic interpolation at the midpoints {7;}V
and grid points xg, TN .

With the notations introduced, we can rewrite equations

(39), (48) and (45), (50), respectively as
Pa(s+ Ks) = Paf, (52)
Pa(ya +Kya) = Paf, (53)
where f the discrete function defined by f(z) = f(x) —

Pro(x), forx =7;,i=1,--- N, or x = 2,4 = 0, N. Since
Pas = s and Paya = ya, we simplify (52) and (53) as

(I +PpK)s = Paf, (54)
(I +PaK)ya = Paf. (55)

Equation (1) can be rewritten as
y+Ky=/. (56)

Assumption (a2) implies that (56) is uniquely solvable for

any f, therefore the (I + K)~! exists and is bounded. By

the definition of Pa, || PAYy — ¥ ||co converges to zero as h

approaches zero for a continuous function y. The complete

continuity of K [11], implies that | PA K — K || converges

to zero as h converges to zero. Therefore, by Neumann’s

theorem [10], we conclude that the operators (I + PAK)™*

exist, and are uniformly bounded for sufficient small h.
Theorem 2: We assume that

(al) ¢(x), r(z) and f(z) are continuous on [a, b],

(a2) the BVP Lu = f, Bu = 0 has a unique solution in

C'%(a,b), and

(a3) the BVP «” = 0, Bu = 0 has a unique solution.

Then we conclude that

(b1) the collocation approximation v € S4 defined by (39)-

(40) and (48) in step 1 exists,

(b2) the global error u — v satisfies

[u-vle = O(hY), (57)
| (w=0)* oo on*=*), k=12 (58)
and
(b3) the error u — v at the midpoints satisfies
U —v Ti) |= , =0,1,2, ¢=1,---,N. (5
(k) O(h'), k=0,1,2 N. (59

Proof: From the existence and uniform boundedness of
(I+PaK)™!, the solvability of (54) and (55) follows, hence
the unique existence of v follows.

Recall the quartic spline interpolant S of u in (4)-(5).
By (22)-(23) we have shown that BS = O(h*). Note that
there exists a linear function w such that Bw = BS =
O(h*) because of assumption (a3), and the fact that any
problem with non-homogeneous boundary conditions can
be converted to one with homogeneous ones. It can be
further shown that || w ||oo= O(h?*) and || v’ ||eo= O(h?).
It is clear that the problem (S —w)” = 5", B(S —w) =0
is solvable. Then (21) and (24) can be rewritten in the
operator notations introduced as

(I + PAK)S" = Paf + O(RY),



in which S” is substituted by (S — w)” to yield
(I + PAK)(S" —w") = Paf 4+ O(h%). (60)
Subtracting (54) and (60) we have
(I +PAK)(S” —w” —v") = O(h").
From the uniform boundedness of (I + PAK)™!, we obtain
| 8" = w" — " [loo= O(h). (61)
Since the unique solvability of (S —w—v)" =0, B(S —w—

v) = 0 is ensured by assumption (a3), we obtain using the
Green’s function
b
(S—w—u)(z) = / Gl 1)(S” — " — ") (t)dt,

(S —w—w)(x)

b
/ Gl )(S" — w'” — ") ()t
These imply that
[S—w—v o
1S —w' =0 [ =

By (61), (62)-(63), the definition and properties of w, and
the use of the triangle inequality we obtain

IS8 =0 [l <[] S®—w® —v®) || 4 || W [o= O(RY),

(64)
for kK =0,1,2. We can establish the error bounds (57)-(58)
and (59) from equations (6)-(7), Theorem 1, relation (64),
and the use of the triangle inequality. This completes the
proof.

Before proceeding to the analysis of the optimal quartic
spline collocation method, we make an assumption. We
assume that the expansion of the error S*) — o) | =
0,1,2, at the collocation points (which was shown to be
O(h*) in Theorem 2) is smooth enough, so that we have
the relation

525 3?0 + 0(n"), (65)
for k=0,1,2and i = 2,---, N — 1. This relation is verified
in the numerical results of Table IV.

Theorem &: Under the hypotheses of Theorem 2, we con-
clude that
(bl) the collocation approximation ua € SA defined by
(45)-(46) and (50) in step 2 exists,
(b2) the global error u — ua satisfies

H ('LL - UA)(k) HOO: O(h57k)v k=0,1,2, (66)
and
(b3) the error u — ua at the nodes and midpoints satisfies

| (w—un)(z;) = O(S), i=0,---,N, (67)

| (w—ua)(m) = OM°), i=1,---,N, (68)
| (u—ua)®(r) = Oh*), k=1,2, i=1,---,N(69)

Proof: Using (65), equations (25)-(31) and (34)-(35) can
be rewritten as

LS% = ﬁ+0(h6)) izla"'aNa
LS(z;) = f(z;)) +0O(%), i=0,N,
BrS(z:) = grx +O(h%), i=0,N, k=12

Therefore, for ua defined in (45)-(46), (50), we have

L(S —ua)(r) O(h®), i=1,---,N, (70)
L(S —ua)(zi) = O(h®), i=0,N, (71)
B(S —ua) = O(hY). (72)

Again note that there exists a linear function w such that
Bw = B(S—ua) = O(h°), and || w ||loc= O(h°), || 0" [| o=
O(hS). Tt is clear that the problem (S —w — ua)” = (S —
ua)”, B(S—w—ua) = 0 is solvable due to the assumption
(a3). Then we can rewrite equations (70)-(72) as

(I +PAK)(S" —w" —uk) = O(h°).

Using the same arguments in the proof of Theorem 2, we
can obtain the bounds

| S® —w® — o || o= O(n’), k=0,1,2.

By the triangle inequality

k k
| 5® —u floo<l] S — ™ — il flao + || 0® |,

it follows that

| S® —u®) || o= O(nd), k=0,1,2.  (73)
The error bounds (66) and (67)-(69) follow from equations
(6)-(10), Theorem 1, relation (73), and the use of the tri-

angle inequality. This completes the proof.

VI.

In this section, we present numerical results to demon-
strate the performance of the quartic spline collocation
methods. More results can be found in [6]. In the ta-
bles of this section, we present, for several problems, the
maximum in absolute value errors of the quartic spline col-
location approximations and derivatives at the midpoints
(73), grid points (z;), Gauss points (A;), and at a large set of
uniformly distributed points (00) (e.g. 1002 points). These
points are referred to as global points, and the maximum
error at these points is considered as an approximation to
the infinity norm of the error. We consider two sets of
boundary conditions

NUMERICAL RESULTS

u(b) = g2, and
u(b) — u'(b) = go.

u(a) = g1,

u(@)—u'(a) = g,

A. Extra conditions Lu = f at x1 and xn_1

We apply the optimal two-step quartic spline collocation
method (39)-(41), (45)-(47) to the problems indicated and
report the results.



Problem 8 Consider the differential equation

Lu=vu"(z) +u'(x) + u(z) = f(z), x€[0,1]  (76)

with boundary conditions (75). We consider three in-
stances of this problem, with the function f(x), g1 and
g2 chosen so that u(z) = e®sin(rz), u(z) = x2, and
u(x) = 2%, respectively.

Tables I-11I show the errors and the orders of convergence
for the indicated exact solutions u(x). In Tables I and 111,
the order of convergence of the midpoints and global errors
are about 6, while in Table I they are about 5. In Tables
I and III, we obtain superconvergence for the approxima-
tion to u(?(z) at midpoints and grid points (order 4), for
the approximation to () (x) at midpoints (order 2), and
for the approximation to u(®(z) at Gauss points (order
3). These superconvergence orders are degraded by one
half in Table II. This indicates that C® continuity for u(x)
is necessary to obtain the optimal orders of convergence,
including superconvergence. We emphasize that the condi-
tion u € C1Y, mentioned in the formulation and analysis of
the quartic spline collocation methods, is only a sufficient
and not a necessary condition. Also, these results indicate
that the fact that L contains all the terms up to second or-
der and the fact that the boundary conditions (75) involve
the derivative of u(z) do not affect the optimal orders of
convergence, or the superconvergence.

TABLE I
ERRORS, ORDERS OF CONV. FOR PROBLEM 3 u(x) = e”SIN(7z).

ERRORS, ORDERS OF CONV. FOR PROBLEM 3, u(z) = x

TABLE II

un
2

N T;

L4

oo

g

ua

1282.0-114.48

8 9.8-06

16 2.5-075.32
3219.9-094.63
64 4.5-104.44

9.9-06

2.5-075.32
1.0-08 4.57
4.7-104.48
2.1-11 4.50

1.2-05

3.1-07 5.26)
1.2-08 4.72
4.8-104.60
2.1-11 4.54

1.2-05

3.1-075.26
1.2-084.72
4.8-104.60
2.1-114.54

U

128]1.5-094.00

8 9.7-05

16 6.1-063.98
3213.8-074.00
64 [2.4-084.00

1.0-04
6.7-06 3.95
4.2-07 3.99
2.6-08 3.99
1.7-09 3.99

1.0-04
6.7-06 3.95)
4.2-073.99
2.6-08 3.99
1.7-09 3.99

2.1-05

1.1-06 4.30
6.6-08 4.00
4.2-09 3.98
2.6-103.98

uk

1282.1-083.50

8 13.7-04

16 3.2-053.55
32(2.8-063.51
64[2.4-073.50

2.0-03
1.8-04 3.50
1.6-05 3.50
1.4-06 3.50
1.2-07 3.50

4.9-03
6.3-04 2.97
7.9-05 3.00
9.8-06 3.00
1.2-06 3.00

4.9-03

6.3-04 2.97
7.9-052.99
9.9-06 3.00
1.2-06 3.00

u®

8 [2.0-01
16 5.2-021.97)
32(1.3-021.99
64(3.3-031.99
1288.2-042.00

4.3-01
1.1-01 2.01
2.6-02 2.00
6.6-03 2.00
1.7-03 2.00

4.3-01

1.1-01 2.01]
2.6-02 2.00
6.6-03 2.00
1.7-03 2.00

3.9-02

6.9-03 2.51
1.2-032.50
2.2-042.50
3.8-05 2.50

uf)

8 0.8-01
162.1-011.50
32(7.3-021.50
64 [2.6-021.50
1289.1-031.50

2.0+01
1.04-010.99
5.1+001.00
2.5+001.00
1.34-001.00)

2.0+01
1.04-010.99
5.1+001.00
2.5+001.00
1.3+-001.00

1.2+01
5.8+000.99
2.9+001.00
1.54-001.00
7.3-011.00

N

Ti

L4

o

g

8
16
32
64

128

un

1.3-04
2.6-06 5.63
3.6-08 6.15
4.4-106.37
5.6-126.31

1.3-04

2.6-06 5.63
3.7-086.13
4.5-106.35
5.8-126.28

1.3-04
2.7-06 5.57
4.0-08 6.07
5.5-106.18
8.6-12 6.00

1.3-04

2.7-06 5.57
4.0-086.07
5.5-106.19
8.6-126.01

8
16
u/p |32
64
128

1.2-04
1.2-053.31
7.8-073.99
4.9-08 4.01]
3.0-09 4.00

3.1-04
1.4-054.45
8.8-074.03
5.5-08 4.00
3.5-094.00

3.1-04
1.4-05 4.45
8.8-07 4.04
5.5-08 3.99
3.4-09 4.00

1.6-04

3.7-06 5.42
1.6-074.58
9.3-094.08
5.8-104.01

8
16
uA |32
64
128

2.5-03
1.8-04 3.81
1.1-05 3.97
7.2-07 3.99
4.5-08 3.99

5.2-03
1.9-04 4.76
1.3-053.91
8.1-07 3.96
5.2-08 3.97)

1.1-02
1.3-03 3.02
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

1.1-02

1.3-03 3.02
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

8
16
uf) 32
64
128

4.4-01
1.1-01 2.01
2.7-02 2.00
6.8-03 2.00
1.7-03 2.00

8.7-01
2.2-012.00
5.4-02 2.00
1.4-02 2.00
3.4-03 2.00

8.7-01
2.1-012.02
5.3-022.02
1.3-02 2.04
3.3-03 1.95

1.3-01

1.2-02 3.38
1.6-032.94
2.0-042.97
2.5-052.98

16
u(ﬁ) 32
64
128

8 2.24+00

4.8-01 2.22

1.3-011.91
3.3-02 1.95

4.14-01
2.1+010.98
1.04-011.00)
5.2+001.00

8.5-03 1.98

2.6+001.00

4.1+01
2.1+011.00
1.04-011.01
5.1+001.00

2.44-01

1.24-011.01
6.0+001.00
3.0-+001.00

2.6+000.99

1.5+001.00

Table IV presents the errors and convergence of the 5-
th and 6-th derivatives of the approximation v in the first

step of the collocation method for u(z) = e”sin(mz). We
denote by || - ||» the (maximum) errors at the boundary
points xg, xn, and near-boundary points x1, zy_1. We
also denote 52,;’5) by v(® and 52,:;2) by v(®), for simplicity.

The results of Table IV indicate that the errors || u(®) —
2, (1) 2 (2)
0 ;’}4 || and || u® — 2 ;}}; || are of second order, i.e. they

verify assumption (65). Note that, by (11)-(12) and (65),
we have for k =1, 2:

525§k) 52 (k)
" = 22— £ O(h?) = i+ O(h?).
Problem 4
Consider the differential equation
1
Lu = e"u"(z) + e*u'(x) — T xu(x) = f(x), x€][0,1]

(77)
with boundary conditions (74). The function f(z), g1 and
g2 are chosen so that u(z) = 2% . Table V shows the errors
and the orders of convergence.We notice that we achieve
the optimal orders of convergence, including superconver-
gence, for the approximation and its derivatives, even with
a general operator with variable coefficients.

B. Eztra conditions Lu = f at xg and x N

We apply the optimal two-step quartic spline collocation
method to Problem 3, and we use the extra boundary con-
ditions (48) instead of (41). The function f(x), g1 and g2
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TABLE III

13
2

N

Ti

L4

o

g

8
16
32
64

128

ua

2.6-05

2.4-076.75
2.7-09 6.45
3.8-116.16
1.9-124.35

2.8-05

2.6-076.73
2.9-09 6.50
3.1-116.56
1.7-124.16

3.3-05

4.5-076.20
8.9-09 5.64
3.0-104.91
1.0-114.88

3.3-05

4.4-076.21
8.9-09 5.65
2.9-104.91
1.0-114.88

8
16
ulp |32
64
128

3.9-04

2.5-05 3.95
1.6-06 3.97
1.0-07 3.98
6.3-09 3.99

4.8-04

3.0-054.01
1.9-06 4.00
1.2-074.00
7.3-09 4.00

4.8-04

3.0-054.01
1.9-06 4.00
1.2-074.00
7.3-09 4.00

1.2-04

6.3-06 4.26
3.6-074.16
2.1-08 4.09
1.3-09 4.05

16
32
64
12§

uk

1.8-03

1.2-04 4.00
7.3-06 3.99
4.6-074.00
2.9-08 4.00

2.1-03

1.3-04 3.97
8.4-06 3.97
5.3-074.00
3.3-084.00

2.1-02
2.7-03 2.97
3.4-04 2.98
4.2-05 3.00
5.3-06 3.00

2.1-02

2.7-032.97
3.4-042.98
4.3-052.99
5.4-06 2.99

16
32
64
128

8.3-01
2.2-011.93
5.6-02 1.97
1.4-02 1.98
3.6-03 1.99

1.8+00
4.6-011.99
1.1-01 2.00
2.9-02 2.00
7.2-03 2.00

1.8+00
4.6-011.99
1.1-01 2.00
2.9-02 2.00
7.2-03 2.00

6.4-02

8.1-03 2.98
1.0-032.98
1.3-04 3.00
1.6-05 3.00

16
32
64
128

1.3+00

3.4-011.91
8.5-021.98
2.1-021.99
5.4-03 2.00

3.5+01
4.3+010.98
2.2+010.99
1.14-010.99
5.5+001.00

8.5+01
4.34+-010.98
2.2+010.99
1.14-010.99
5.5+001.00

4.9+01

2.5+010.97
1.34-010.99
6.3-+-000.99
3.2-+001.00

TABLE IV

ERRORS, ORDERS OF CONV. FOR PROBLEM 4, u(z) =z

TABLE V

S

N

Ti

L4

o

g

8
16
32
64

128

UA

2.7-06

4.0-08 6.09
6.2-10 5.99
9.8-125.98
1.5-135.99

3.2-07

1.5-08 4.36
3.4-105.52
6.2-125.75
9.5-146.04

9.8-06

2.9-075.09
8.7-09 5.04
2.7-105.02
8.4-125.01

9.4-06

2.8-075.07
8.6-095.03
2.7-105.01
8.3-125.01

8
16
32
64

128

3.8-04

2.5-05 3.93
1.6-06 3.97
1.0-07 3.98
6.3-09 3.99

4.9-04

3.0-054.03
1.9-06 4.00
1.2-074.00
7.3-09 4.00

4.9-04

3.0-054.03
1.9-06 4.00
1.2-074.00
7.3-09 4.00

1.3-04

6.4-06 4.32
3.6-074.17
2.1-084.10
1.3-09 4.05

16
u |32
64
128

1.9-03

1.2-04 4.01
7.3-06 3.99
4.6-074.00
2.9-08 4.00

2.0-03

1.3-04 3.96
8.4-06 3.97
5.3-074.00
3.3-084.00

2.1-02

2.7-03 2.97
3.4-04 2.98
4.2-05 3.00
5.3-06 3.00

2.1-02

2.7-032.97
3.4-042.98
4.3-052.99
5.4-06 2.99

16
32
64
128

8.3-01
2.2-011.93
5.6-021.97
1.4-021.98
3.6-031.99

1.8+00
4.6-011.99
1.1-01 2.00
2.9-02 2.00
7.2-03 2.00

1.8+00

4.6-011.99
1.1-01 2.00
2.9-02 2.00
7.2-03 2.00

6.4-02

8.1-03 2.98
1.0-032.98
1.3-04 3.00
1.6-05 3.00

16
32
64
128

1.3+00

3.4-011.91
8.5-021.98
2.1-021.99
5.4-03 2.00

3.5+01
4.3+010.98
2.2+010.99
1.14-010.99
5.5+001.00

8.5+01

4.34+-010.98
2.2+010.99
1.14-010.99
5.5+001.00

4.9+01

2.5+010.97
1.34-010.99
6.3-+000.99
3.2-+001.00

ERRORS AND ORDERS OF CONVERGENCE FOR THE 5-TH AND 6-TH

DERIVATIVES OF u(z) = e”SIN(7x).

N

=,

[ =,

HU(5)_U(5)Hb

[[u(®)—u(®) I

16
32
64

12§

3.6+02

8.8+01 2.02
1.94-01 2.25
3.5+00 2.41
6.5-01 2.43

7.9+02

1.6+02 2.29
4.04+01 2.01
1.24-01 1.73

3.0+00 2.01

0.3+02

1.34+022.03
2.8+012.22
5.6+002.33
8.8-01 2.66

1.1+03

2.3+022.29
6.3+011.87
1.94-011.75
4.8+001.98

are chosen so that u(z) = e®sin(rz).The errors and the
orders of convergence are presented in Table VI.

Comparing Table VI withTable I,we see that the quartic
spline collocation method with extra conditions (48) has
the same optimal orders of convergence, including super-
convergence, for this problem, as the method with extra
conditions (41). In general, the two optimal quartic spline
collocation methods with extra boundary conditions (41)
and (48) seem to be equivalent in orders of convergence and
accuracy, with the method using (41) being only slightly
more accurate in the approximation of u(x).

C. One-step method

We apply the optimal one-step quartic spline collocation
method to Problem 3 with extra conditions (44). The func-
tion f(z), g1 and go are chosen so that u(z) = e*sin(7zx).
Table VII shows the errors and the orders of convergence.

Comparing the results in Table VII with those in Ta-
ble I obtained by the two-step collocation method, we can
see that the numerical results by the two-step collocation
method are slightly better than those by the one-step collo-
cation method, specifically, for the approximation to u(x)
at the midpoints, the grid points, the global points and
Gauss points. We should though emphasize that this is not
always the case. We applied the one-step quartic spline col-
location method to several problems [6] and we found that,
in general, the one-step quartic spline collocation method
gives almost equivalent results as the two-step method.
There are a few problems where the one-step method gives
slightly better results than the two-step method, but more
problems where the opposite happens.

VII. EXTENSION TO TWO DIMENSIONS, OTHER

A natural extension of the methods presented in this
paper is an optimal bi-quartic spline collocation method
for elliptic partial differential equations. The method for
two-point BVPs that uses extra boundary conditions at
x1 and xzxy_1 can be easily extended to two dimensions.
In this case, collocation of the operator L takes place on
the points that are Cartesian products of {7{,xz1,77,7 =
2,---,N —1,zy_1,7%}, with {Tf,yl,TJy,j =2,--- .M —
Lynm—1,7y}, where 77, 7/ and y; are the z—midpoints,
y—midpoints and y— grid points, respectively. This gives
n, = (N + 2)(M + 2) equations, including the extra
boundary conditions. The operator B is collocated at
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TABLE VI

N

Ti

L4

o

i

ua

8
16
32
64

128

1.3-04

2.4-06 5.75
3.7-08 6.06
5.3-106.11
9.1-12 5.87

1.3-04

2.5-065.73
3.7-08 6.05
5.4-106.10
9.3-12 5.86

1.3-04

2.6-06 5.69
4.0-08 5.99
6.5-10 5.97
1.2-115.70

1.3-04

2.6-06 5.68
4.0-08 5.99
6.5-105.97
1.2-115.71

U

8
16
32
64

128

1.7-04

1.3-053.70
7.8-074.02
4.9-08 4.01]
3.0-09 4.00

2.8-04

1.4-05 4.30
8.8-074.00
5.5-08 3.99
3.5-094.00

2.8-04

1.4-054.30
8.8-074.01
5.5-08 3.99
3.4-09 4.00

1.5-04

3.5-06 5.44
1.6-074.51
9.3-094.07
5.7-104.01

uk

16
32
64
12§

2.5-03
1.8-04 3.79
1.1-05 3.97
7.2-07 3.99
4.5-08 3.99

3.4-03

2.3-043.91
1.4-05 4.06
8.4-074.03
5.2-084.01

1.1-02

1.3-03 3.03
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

1.1-02

1.3-03 3.03
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

16
32
64
128

4.4-01
1.1-01 2.01
2.7-02 2.00
6.8-03 2.00
1.7-03 2.00

8.7-01
2.2-012.00
5.4-02 2.00
1.4-022.00
3.4-03 2.00

8.7-01
2.1-012.02
5.3-022.02
1.3-02 2.04
3.3-03 1.95

9.6-02

1.3-022.85
1.7-03 3.02
2.1-043.01
2.6-05 3.00

16
32
64
128

1.9+00

5.3-011.82
1.3-011.98
3.4-021.99
8.5-03 1.99

4.1+01
2.1+010.98
1.04-011.00)
5.2+001.00
2.6+001.00

4.1+01
2.1+011.00
1.04-011.01
5.1+001.00
2.6+000.99

2.4+01

1.24-011.01
6.0+001.00
3.0+001.00
1.5+001.00

the points that are Cartesian products of {zg,zn} with
{yo, sy, 7,5 = 2, M — 1L,ym—1, 7y, ym ), and of
{vo,ym} with {7, 21, 75,4 =2, ,N=1,2n_1,7x }. This
gives another ng = 2(M + 4) + 2(NN + 2) equations, to a
total of n;, + ng = (N + 4)(M + 4) equations, which is
the dimension of the bi-quartic spline space. Note that
the method that uses zy and x as collocation points for
the extra boundary conditions may require careful devel-
opment of extra boundary conditions at the four corners of
the two-dimensional domain.

Problems with layers and generally rough behaviour
of the solution function usually require adaptive (non-
uniform) grids. The development of appropriate pertur-
bations of the differential, boundary and extra boundary
operators for quartic splines on non-uniform grids is a dif-
ficult and interesting task. Furthermore, the development
of gridsize and error estimators is a necessary companion
of any adaptive grid technique [3], [4]. In [6], we make pre-
liminary tests of some grid and error estimators for quartic
spline collocation and get satisfactory results.

VIII. CONCLUSIONS

We have presented quartic spline collocation methods of
optimal orders of convergence (up to sixth order) for two-
point BVPs. Besides their high order of convergence, the
methods are also efficient, in the sense that there is only
one point/equation/unknown for each subinterval of the
domain partition.

ERRORS, ORDERS OF CONV. FOR PROBLEM 3, u(x) = e”SIN(mx) FOR

TABLE VII

THE ONE-STEP METHOD.

N

Ti

L4

o

i

ua

12§

8
16
32
64

1.3-04

2.4-06 5.76)
3.6-08 6.07
5.1-106.14
7.4-126.12

1.3-04
2.4-06 5.74
3.6-08 6.06
5.2-106.13
7.5-126.11

1.3-04

2.5-06 5.69
4.0-08 6.00
6.3-105.99
1.1-11 5.82

1.3-04

2.5-06 5.69
4.0-08 6.00
6.3-105.99
1.1-115.82

16
32
64
12§

1.7-04

1.3-053.71
7.8-074.02
4.9-084.01
3.0-09 4.00

2.8-04
1.4-05 4.30
8.8-074.00
5.5-08 3.99
3.5-094.00

2.8-04

1.4-054.30
8.8-074.01
5.5-08 3.99
3.5-09 4.00

1.5-04

3.5-06 5.44
1.6-074.51
9.3-094.07
5.8-104.01

u

16
32
64
12§

2.5-03
1.8-04 3.79
1.1-05 3.97
7.2-07 3.99
4.5-08 3.99

3.4-03

2.3-043.91
1.4-05 4.06
8.4-074.03
5.2-084.01

1.1-02

1.3-03 3.03
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

1.1-02

1.3-03 3.03
1.6-04 3.01
2.0-05 3.00
2.6-06 3.00

(3)
A

16
32
64
128

4.4-01

1.1-01 2.01]
2.7-02 2.00
6.8-03 2.00
1.7-03 2.00

8.7-01
2.2-012.00
5.4-02 2.00
1.4-022.00
3.4-03 2.00

8.7-01
2.1-012.02
5.3-022.02
1.3-02 2.04
3.3-03 1.95

9.6-02

1.3-022.85
1.6-03 3.02
2.1-043.01
2.6-05 3.00

)
A

16
32
64
128

1.9+00

5.3-011.82
1.3-011.98
3.4-021.99
8.5-031.99

4.14-01
2.1+010.98
1.04-011.00)
5.2+001.00
2.6+001.00

4.1+01
2.1+011.00
1.04-011.01
5.1+001.00
2.6+000.99

2.44-01

1.24-011.01
6.0+001.00
3.0-+-001.00
1.5+001.00

(9]
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