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Abstract

High-order methods for solving partial differential equations (PDEs) enjoy, at least asymptotically,

better performance compared to low-order methods, when the performance is measured by the

ratio of error to computational cost. However, when there is nonsmoothness in the solution, as

seen in many real-world applications, it generally requires careful development to solve the PDEs

to a high-order accuracy. In this thesis, we focus on developing high-order numerical methods

for solving parabolic PDEs with nonsmooth data from a perspective of option pricing. We study

separately the convergence behaviors when the solution contains an unknown free boundary on

which it is nonsmooth (the so-called free boundary problems), and when the initial conditions are

nonsmooth.

For free boundary problems, the finite difference approximations of derivatives of a nonsmooth

function exhibit degenerated orders of accuracy. We propose a high-order deferred correction

algorithm combined with penalty iterations, and show that the order of convergence of the solution

can be increased to fourth-order by solving successively corrected finite difference systems, where

the corrections are derived from the previously computed lower order solutions, and applied solely

to the right-hand side of the linear system.

For handling nonsmooth initial conditions, while still obtaining high-order time stepping, we

propose to discretize the initial conditions with appropriate high-order smoothing schemes, and

apply BDF4 time marching initialized with two steps of an explicit third-order Runge-Kutta (RK3)

method and one step of BDF3 (2RK3-BDF3-BDF4). From the Fourier analysis of the discrete

system, we prove that, for nonsmooth data, the low-order errors in the high-frequency domain are

exponentially damped away by BDF steps, while the persisting low-order errors in the low-frequency

domain can be eliminated by smoothing techniques, e.g., convolution-based techniques.

In addition, we derive novel smoothing techniques that cancel out the low-order terms of the

quantization errors in the Fourier domain arising from discretization. Furthermore, we show how
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to flexibly apply smoothings to general nonsmooth (but piece-wise smooth) initial condition dis-

cretizations, not only on uniform, but also on nonuniform grids.

Abundant numerical examples are presented to numerically support the high-order convergence

of the proposed algorithms in the thesis.
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Chapter 1

Introduction

1.1 Option pricing and parabolic PDEs

An option is a contract that gives its holder the right but not the obligation to buy or sell an

underlying asset at a certain price, called the exercise price or strike price, at a future date within

a specified period of time, called the expiration time or maturity time. It is an example of a

derivative instrument, whose values depend on one or more securities or assets, called underlying

assets. Options are used for both speculation and risk hedging. The simplest financial option is the

European call (put) option that allows its holder to buy (sell) the underlying at a strike price K,

only on the expiration time T . An American option is one that can be exercised at any time prior

to the maturity. Other types of options include the so-called exotic or path-dependent options,

whose values depend on the history of an asset price, not just its values at exercise. In this thesis,

we are interested in the pricing of European and American options.

The final value of an option at expiration time is known, and its fair value V (t, S) at current time

t needs to be correctly determined so that it is arbitrage-free, i.e. it should not be possible to create

portfolios of zero initial cost consisting of long and short positions in options and their underlyings,

that have surely nonnegative values in time and make profits with a positive probability. Using

this principle, an analytical valuation formula for options with the underlying price S at time t,

constant risk-free interest rate r, dividend rate q, and volatility σ, was first derived in [3] as

V (t, S) = Se−q(T−t)N (d+)−Ke−r(T−t)N (d−) (1.1)

for European call options, where N (·) is the cumulative density function (CDF) of the standard

normal distribution, and

d± =
log(S/K) + (r − q ± σ2/2)(T − t)

σ
√
T − t

.

(1.1) is the famous Black-Scholes formula in derivative pricing. Prices for the corresponding Euro-

pean put options can then be obtained from put-call parity.

No-arbitrage option prices can be also derived from the fundamental theorem of asset pricing,

which states that there is no arbitrage opportunities in the market if and only if there exists at
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least one equivalent martingale measure Q with numeraire B to the real world measure P such that

the numeraire-normalized prices are Q-martingales. In particular, supposing that the underlying

asset price S follows some stochastic process (St)0≤t≤T . We have in the risk-neutral measure

V (t, St)

B(t)
= EQ

[
V (T, ST )

B(T )

∣∣∣∣Ft

]
under certain integrability assumptions, where Ft is the filtration at time t, and the numeraire B is

the riskless asset [41]. Assuming that the risk-free interest rate is r(t, St), we obtain the risk-neutral

option price in expectation form

V (t, St) = EQ
[
e−

∫ T
t r(s,Ss)dsV (T, ST )|Ft

]
, (1.2)

which is a model-free formula. Note that St in the risk-neutral measure Q follows a relative but

different price process from the real world price process. [51] The option price in the expectation

form can be approximated with Monte Carlo (MC) simulation. MC simulation with (1.2) enjoys

the advantage of implementation simplicity.

Alternatively, suppose that the underlying asset price process is given by

dSt = µ(t, St)dt+ c(t, St)dW
Q
t , (1.3)

where (WQ
t )t≥0 is the Brownian motion in measure Q, and µ(·, ·) and c(·, ·) are deterministic

functions. From the Feynman-Kac theorem and (1.2), under certain assumptions on µ(·, ·) and

c(·, ·), the option price satisfies the partial differential equation (PDE)

∂V

∂t
+
c(t, S)2

2

∂2V

∂S2
+ µ(t, S)

∂V

∂S
= r(t, S)V, (1.4)

at any given time 0 ≤ t ≤ T with asset price S. In comparison to Monte Carlo simulation, with

the PDE approach, both the solutions and solution derivatives, which are financially important

hedging parameters, can be computed to a higher accuracy under similar computational cost. In

local volatility models, c(t, S) = σ(t, S)S, and the volatility σ(t, S) is a calibrated function such that

the model-implied option prices match the observed option prices in the market. Moreover, when

the initial distribution of St is known, the probability density function P (t, S) of the underlying

process St in (1.3) can be calculated by the Fokker-Planck equation [46]

∂P (t, S)

∂t
=

∂2

∂S2

(
c(t, S)2

2
P (t, S)

)
− ∂

∂S
(µ(t, S)P (t, S)) . (1.5)

In the Black-Scholes-Merton (BSM) model, the underlying asset price follows a geometric Brow-

nian motion (GBM) with dSt = µStdt+ σStdWt, where dWt is the Brownian motion in real-world

measure, and µ is the constant growth rate of S. This, after some arguments, gives rise to the

well-known Black-Scholes PDE,

∂V

∂t
+
σ2S2

2

∂2V

∂S2
+ rS

∂V

∂S
− rV = 0, (1.6)
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which can be viewed as a particular case of (1.4), and has the analytic solution (1.1) under the

European call payoff.

To present the Black-Scholes PDE in a form convenient for numerical solution, from now on,

let t = T − t be the backward time, i.e., time from maturity. In this way t = 0 corresponds to the

expiration time, and a terminal condition becomes an initial condition. We use this time convention

throughout the thesis.

Thus, the Black-Scholes PDE (in backward time t) is

(∂t − LBS)V = 0, LBS ≡ σ2S2

2

∂2

∂S2
+ rS

∂

∂S
− r. (1.7)

In (1.7), we used the notation ∂t to denote partial derivative with respect to time, i.e., ∂t ≡ ∂
∂t . In

the rest of the thesis, we will use the two notations interchangeably.

In stochastic volatility models, the variance c(t, S) in (1.3) of the asset return is itself a stochastic

process. For example, one of the most popular stochastic volatility models is the Heston model,

which assumes that the variance ν of the asset returns follows a Feller process, and results in a

two-dimensional PDE

∂V

∂t
− rS

∂V

∂S
− ϑ(ν̂ − ν)

∂V

∂ν
− 1

2
νS2∂

2V

∂S2
− ϱινS

∂2V

∂S∂ν
− 1

2
ι2ν

∂2V

∂ν2
+ rV = 0, (1.8)

where ϑ, ν̂, ι, ϱ are parameters related to the Feller process, see e.g. [29]. Under certain assumptions,

the resulting PDEs (1.4), (1.5), (1.7) and (1.8) are typically of parabolic type.

For American options, the holder has a right to exercise the contract at any time prior to

maturity and receive a payoff V ∗(S). Consequently, there is an unknown optimal exercise boundary

that needs to be determined in order to solve the problem. The American option pricing problem

is a specific instance of a broader class of optimal stopping problems, which can be mathematically

formulated using the Hamilton–Jacobi–Bellman equation. These equations manifest as nonlinear

PDEs in many contexts. American option prices can also be described as a free boundary or

obstacle problem. Within such frameworks, the American option prices can be approximated by

solving a penalized Black-Scholes PDE,

∂V

∂t
= LBSV + ρmax{V ∗ − V, 0}. (1.9)

This formulation is a nonlinear parabolic PDE [21, 60]. The penalty term, ρmax{V ∗ − V, 0},
enforces the constraint associated with the optimal exercise boundary. This approach is employed

in the thesis to model American option prices. Additional details about the penalty formulation

will be provided in Chapter 2.

In this dissertation, we study high-order finite difference methods for the simplified Black-

Scholes PDE (1.7). Although the Black-Scholes model relies on some assumptions that do not

reflect the real-world market, it is still a foundation model in financial mathematics. Moreover,

from a mathematical perspective, the techniques that we introduce for constructing high-order

methods for option pricing under the Black-Scholes model extend readily to more general non-

constant coefficient parabolic PDEs, including, for example (1.4), (1.5), and (1.8).
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1.2 Typical option payoffs

Different European/American options are distinguished via their payoffs. The most commonly seen

payoffs include digital call/put, call/put, bull/bear spread and butterfly spread. For convenience,

define the Heaviside function

H(S) ≡

1, S ≥ 0,

0, else.
(1.10)

A digital call/put option of strike K is a cash-or-nothing binary option that gives its holder one

dollar if the asset prices S falls above/below K. Their payoff functions are

GHc
K (S) ≡ H(S −K) (1.11)

for a digital call, and

G
Hp

K (S) ≡ 1−H(S −K) (1.12)

for a digital put. As introduced earlier, a European call/put option with strike K gives its holder

the right to buy/sell the underlying asset with price K at exercise, with the payoff functions

GC
K(S) ≡ max{S −K, 0} (1.13)

for a call, and

GP
K(S) ≡ max{K − S, 0} (1.14)

for a put. Given 0 < K1 < K2, a bull spread option can be seen as a portfolio consisting of a long

position in a call strike at K1, and a short position in a call strike at K2, with the payoff function

Gbull
K1,K2

(S) = GC
K1

(S)−GC
K2

(S). (1.15)

A bear spread option can be seen as a portfolio consisting of a long position in a put strike at K2,

and a short position in a put strike at K1, with the payoff function

Gbear
K1,K2

(S) = GP
K2

(S)−GP
K1

(S). (1.16)

A butterfly spread option can be seen as a portfolio consisting of a long position in a call strike at

K1 = K − B, two short positions in a call strike at K2 = K, and a long position in a call strike at

K3 = K + B, where B > 0 and 0 < K1 < K2 =
1
2(K1 +K3) < K3. The payoff function is

GB
K,B(S) = GC

K1
(S)− 2GC

K2
(S) +GC

K3
(S). (1.17)

As we can see, all these payoff functions are nonsmooth at the strikes, with the digital call/put

option being discontinuous, and other payoffs being C0.
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1.3 Numerical solution methods

Typically, option pricing problems are solved using low-order methods, such as first-order lattice

schemes [28, 58], Monte Carlo simulation and second-order finite difference/volume methods [25,

21], among others. In computational finance, we are interested not only in the solution itself, but

also the solution derivatives for hedging purposes. Moreover, the point-wise accuracy, especially

around the strike, matters a lot in financial applications. As mentioned earlier, the PDE approach

allows for reliable computation of solution derivatives with higher accuracy compared to MC sim-

ulation and lattice tree methods. This dissertation focuses on the PDE approach, employing finite

difference methods (FDMs) in particular, for solving option pricing problems.

Second-order FDMs for solving option pricing problems, and parabolic PDEs in general, have

been well studied in the literature. In the case of European options, the main difficulty to achieve

stable second-order convergence comes from nonsmoothness in the initial conditions. When apply-

ing Crank-Nicolson time stepping, which is known to be unconditionally stable in the L2 norm,

it has been noticed that the numerical solutions and/or their derivatives tend to exhibit spurious

oscillations and degeneration of accuracy. To restore stable point-wise second-order convergence,

it is a common practice to precede Crank-Nicolson time marching with two or more steps of back-

ward Euler method, often with half step size, known as Rannacher’s startup scheme [44]. Moreover,

some form of smoothing to the initial condition is usually needed depending on the placement of

the nonsmooth point on the space grid [7].

American options are particular examples of free boundary problems of parabolic type. Free

boundary problems, in which both the solution to a PDE and the domain on which it is defined

are unknowns to be solved for, arise in numerous applications of practical importance. Many free

boundary problems, both with boundaries that move over time (also called moving boundary prob-

lems) and boundaries that are invariant with time, can be reformulated as linear complementarity

problems (LCPs) (see, for example, §8.5 of [10]). Besides American option pricing problems, a few

other well-known examples are the elliptic obstacle problem (see, for example, [47]), and the Stefan

problem [48]. For such problems, in addition to solution nonsmoothness, the unknown optimal ex-

ercise boundary (or free boundary) also needs to be carefully dealt with. As we elaborate later, the

LCP can be approximated by using a penalty method. Penalty methods for solving the American

option problems fall under the broader category of fixed-domain methods, offering the advantage

of algorithmic simplicity. With the penalty formulation in (1.9), the optimal exercise boundary is

implicit in the equation, emerging automatically as part of the solution during the PDE solution

process. The convergence of the penalty method with finite volume discretization and Crank-

Nicolson time stepping has been investigated in [21]. The analysis technique can be applied to

FDM as well [6]. Sufficient conditions are derived in [21, 6] to ensure monotone convergence, and

an adaptive time step selector in [21] is suggested to restore stable quadratic convergence.

A more detailed literature review of numerical methods for solving the European and American

option pricing problems is presented in Chapters 2 and 3.
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1.4 Thesis contributions and outline

In this thesis, we focus on the development of high-order finite difference methods to find accurate

option prices and hedging parameters. The initial motivation behind pursuing high-order methods

stems from the desire to attain high accuracy and computational efficiency.

It may be reasonable to argue that exceptionally high accuracy in the solutions of pricing models

is not imperative in finance, given the potential significance of modelling errors and large variability

between different models. In practical financial applications, it is often believed that the solution

accuracy obtained from low-order methods is adequate. Additionally, low-order methods enjoy a

well-established understanding in the existing literature, leading to the dominant use of first- or

second-order accurate methods in nearly all production codes for option pricing.

Indeed, on a given mesh, low-order methods may be more cost-effective to implement. However,

the narrative changes when comparing the cost of low and high-order methods required to achieve

the same level of accuracy. To obtain a specified level of accuracy with low-order methods, a

fine grid discretization is often necessary, incurring a large computational expense. On the other

hand, high-order PDE methods offer the advantage of achieving the same accuracy on a much

coarser mesh. The difference becomes especially pronounced in multiple dimensions for multi-asset

problems due to the curse of dimensionality. For example, assuming that the computational cost is

proportional to the degrees of freedom in the system, when the mesh size and time step are reduced

by half, the computational cost increases by a factor of roughly 16 (three spatial dimensions and

one time dimension). Therefore, to reduce the error by a factor of 16, the computational cost

increase by a factor of 256 for a second-order method, and only by 16 for a fourth-order one.

Hence, high-order PDE methods offer more flexibility for multi-dimensional problems, ensuring

satisfactory accuracy with reasonable computational costs. The development of high-order finite

difference methods in this thesis, while focusing on 1D only, is a crucial step to a better understand-

ing of high-order methods in option pricing. It lays the foundation to apply high-order methods

in multiple dimensions. We acknowledge that spectral methods do exist in option pricing, such as

the well-known Fourier-cosine series expansion proposed in [17]. However, this method computes

the solution only at a single point.

With that being said, solutions with high level of accuracy are necessary in many other scientific

and engineering applications. The problems considered in this thesis have close analogues that

appear in other areas of applied science, though we do not develop these other applications in this

dissertation.

This thesis focuses on parabolic PDE problems arising from option pricing. With finite differ-

ence methods, the difficulties in obtaining high-order accuracy include: (i) The payoff functions or

their derivatives are often discontinuous (i.e. nonsmooth), and (ii) the solution itself may contain

an unknown free boundary, on which it is nonsmooth, and (iii) the free boundary moves infinitely

quickly close to expiry, which causes the solution derivatives at the free boundary blow up at t = 0.

Solutions of European options typically only have issue (i), while in the solutions of American

options, all the three problems exist. In general, nonsmoothness poses a challenge to the develop-

ment of high-order methods. In this thesis, we develop methods to deal with problems (i) and (ii)

separately, and leave problem (iii) for future research.
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There are three main contributions in this dissertation, which are given in order in Chapters

2, 3 and 4. In Chapter 2, we develop a high-order deferred correction algorithm combined with

penalty iteration to solve free boundary problems, using fourth-order finite difference methods [60].

In particular, the American call/put option prices can be modelled as a moving boundary problem,

and described by a linear complementarity problem. Under the LCP framework, the problem is

defined on a fixed domain so that the unknown moving boundary is handled implicitly and comes

out as part of the solution. As the solution has discontinuous derivatives at the moving boundary,

a direct application of high-order methods will result in degenerated order of accuracy. Using a

detailed error analysis, we observe that the order of convergence of the solution can be increased

to fourth-order by solving successively corrected finite difference systems, where the corrections

are derived from the previously computed lower order solutions. We show that our algorithms

achieve high-order accuracy in both the solution and the unknown optimal exercise boundary. This

contribution solves problem (ii).

In the development of high-order methods for free boundary problems, it is assumed that the

initial conditions are smooth, and that problem (iii) does not exist, allowing for the separate

study of problem (ii). These assumptions, however, do not hold for American put option prices.

To address this, heuristics are applied by subtracting the corresponding European option price,

effectively setting the initial condition to zero. This adjustment eliminates nonsmoothness in the

payoff function, preventing the appearance of problem (i). Additionally, a time stretching around

t = 0 is implemented to alleviate problem (iii).

Given these considerations, the forthcoming contribution in Chapter 3 focuses on problem (i).

Specifically, it delves into high-order time-stepping methods for solving parabolic PDEs with non-

smooth initial conditions [59]. The challenge posed by nonsmooth initial conditions lies in the

significant magnitudes of high-frequency components, whose false propagation to later time steps

will lead to spurious oscillations in the solution around the singularity. This phenomenon is well un-

derstood when applying the second-order Crank-Nicolson method. In the context of high-order time

stepping, we prove that performing the fourth-order backward differentiation formula (BDF4) ef-

fectively dampens the low-order errors in the high frequency domain. Simultaneously, the low-order

errors in the low-frequency domain coming from the discretization error of the initial conditions

persist (they are not damped out by BDF schemes) and can be eliminated by smoothing. BDF4 is

initialized with a third-order Runge-Kutta scheme for the first two time steps, and BDF3 for the

third time step. By incorporating fourth-order smoothed discrete initial conditions, we theoretically

prove that our proposed time stepping scheme achieves stable fourth-order convergence.

A fourth-order convolution-type smoothing operator proposed in [31] is applied to the initial

conditions in Chapter 3, which can be thought of averaging the nodal values over nearby points.

However, this approach has certain limitations: it requires a uniformly discretized space domain,

necessitates the smoothing of a fixed number of points on both sides of the singular point regard-

less of the function’s regularity, and may be computationally expensive for complex nonsmooth

functions. These drawbacks are the motivations to derive a different smoothing method. In the

final contribution of this thesis, presented in Chapter 4, we develop a new smoothing technique

that is flexible to handle complicated nonsmooth initial conditions, without the limitations of the

existing approach. Specifically, we consider the Dirac delta, Heaviside, ramp and quadratic ramp
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initial conditions. The Heaviside initial condition corresponds to the cash-or-nothing payoff, and

the ramp initial condition corresponds to the call/put payoff. By linear combination of these ba-

sic singularities, we can model more general nonsmoothness. From Fourier analysis of the initial

conditions, we derive correction schemes to cancel out low-order errors in the discretized initial

conditions. Additionally, we derive formulas to apply the high-order correction scheme to any

type of nonsmoothness on a nonuniform grid, as long as the function is analytic on each side of

the singular point. This novel smoothing method provides flexibility and improved computational

efficiency in handling complex nonsmooth initial conditions, addressing the limitations associated

with the previous approach.

In Chapter 5, abundant numerical experiments are provided to support the theoretical analysis

developed throughout the thesis. First, numerical results are presented for solving American put

options and free boundary problems in general. We demonstrate results for solving an elliptic and

a parabolic free boundary problem. For the American put options, two scenarios are considered,

one with small volatility and the other with large volatility. Then we use our algorithms to solve

European options covering various payoffs including digital call, call, and butterfly spread, along

with convection-diffusion equations featuring general nonsmooth initial conditions. The solutions

are first computed on uniform spatial grids, and then on nonuniform grids for comparison.

Finally in Chapter 6, we conclude the thesis with some possible generalizations and future

research based on my current work.



Chapter 2

High-order methods for free boundary

problems and American options

American option pricing problems are particular examples of free boundary problems, the defining

feature of which is that the boundary of the domain is not known a priori and has to be determined

as part of the solution, introducing an additional challenge to efficiently solving a PDE. Since

the solution has discontinuous derivatives at the unknown free boundary, approximations to the

solution derivatives around the nonsmooth points using finite difference methods will not have the

expected high order of accuracy. In this chapter, we deal with these difficulties and develop a

high-order deferred correction method under the LCP framework, such that both the solution and

the free boundary location can be solved to a high accuracy at the same time.

Existing methods for solving free boundary problems can be classified into two categories: the

front tracking methods and the fixed domain methods. Front tracking methods directly compute

an approximation to the free boundary, either at each time step in time-dependent problems, or

iteratively in time-independent problems (as in, for example, [50]). While the free boundary can be

tracked parametrically or as an indicator function of some set, the most common approaches are

the level set method (see, for example, [49] for a survey), in which the free boundary is represented

as the zero level-set of a function which obeys an evolution equation, and the phase-field method,

in which the free boundary is approximated by a finite-width region where a phase-field function

smoothly changes sign across the region (see, for example, [1] for a survey). The front-fixing method,

in which the free boundary PDE is transformed into a nonlinear PDE with a fixed boundary, is also

considered to be a front tracking method (see, for example, [64]). Whatever the particular method

used, front tracking requires the construction of a separate algorithm for approximating the front,

derived from the underlying equations and constraints of the free boundary problem.

In contrast, fixed domain methods reformulate the problem over the whole of a fixed domain,

and solve the new equations in such a way that the position of the free boundary is returned simul-

taneously with the solution to the PDE, and appears a posteriori as part of the solution process.

Such methods have a reputation for being robust and relatively straightforward to implement. The

most widely-used fixed-domain method is the penalty method, which incorporates the inequality

constraint of the LCP into the PDE by adding a nonlinear penalty term (see, for example, Ch. 1, §8
of [22]). The resulting penalized equation can be solved by successive over-relaxation (SOR), which

9
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can be fairly expensive (see, for example, [11]); this process can be accelerated by the multigrid

method (see, for example, [9]). Remarkably, under certain conditions, when Newton’s method is

applied to the penalized PDE, the solution converges monotonically and exhibits the rapid conver-

gence characteristic of Newton’s method. However, while the discretized equation is solved to high

accuracy, the approximation of the discrete solution to the true solution of the LCP is of low order,

due to the disagreement between the free boundary and the fixed computational grid.

The problem of reconciling a nonconforming boundary with a fixed computational grid has been

studied extensively, particularly in the context of front tracking methods for fluids and PDEs with

smooth, fixed boundaries. One of the earliest such methods is the immersed boundary method

(IBM) of Peskin, in which the boundary exerts an effect on a fluid, represented on a rectangular

mesh, using approximations to delta functions located on the nonconforming smooth boundary

(see [42]). This method was extended by Leveque and Li to the immersed interface method (IIM),

which modifies the finite difference stencil in the vicinity of the boundary to correct for error terms

derived from the underlying Taylor expansions (see [34]). In the explicit jump immersed interface

method (EJIIM) proposed by Wiegmann and Bube, the corrections of the IIM are applied directly

in terms of the jumps in the solution and its derivatives. Importantly, when the jumps are known

a priori, the corrections are applied to the right-hand side of the discretized system of equations;

when they are unknown, they are simultaneously solved for and used to correct the solution in

the same spirit as the IIM (see [61]). We note that the idea of applying corrections to the right-

hand side of the system was also suggested earlier by Fornberg and Meyer-Spasche in [20], in

which they proposed a method for eliminating the first term in the expansion of the error near the

nonconforming boundary. The ghost cell method (GSM) proposed by Gibou, Fedkiw, and others

[23], based on the ghost fluid method (GFM) [18], is an alternative way of applying the jump

corrections, in which ghost points are defined near the boundary, and equations for their values

are adjoined to the discretized system. In [23], the authors observe that a second-order scheme

can be constructed in which the discretized system is symmetric, however, they also observe that

the resulting finite difference matrices becomes nonsymmetric for orders higher than two (see, for

example, [24]). All of the aforementioned methods assume that the jumps at the nonconforming

interface are either known beforehand, or are determined by augmenting the finite difference system

with additional equations.

We present a method that does not augment or alter the finite difference matrix, and does not

assume that the jumps are known in advance. We describe a high order deferred correction type

algorithm for computing both the solution and the free boundary of an LCP. The idea is to derive

the correction from the solution itself, after it has already been computed without any correction,

or with a correction of a lower order. The correction is then applied to the right-hand side, and the

problem is re-solved with the same matrix to one order of accuracy higher than before. Two key

ideas which we use to rigorously justify this procedure are the smoothness of the error away from

the free boundary, which justifies the numerical differentiation and extrapolation of the solution to

obtain the jumps, and the fact that the Green’s function describing the error near the free boundary

decreases like O(h) as the gridsize h goes to zero, which is needed to show that the jump corrections

are computed to a sufficiently high order. Since the corrections are computed separately and are

applied exclusively to the right hand side, the matrix of the system to be solved is identical to the
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original finite difference matrix at each correction stage. In fact, since the solution at the previous

correction stage can be used as an initial guess to penalty iteration at the subsequent stage, only

one or two iterations are required for all correction stages after the first. The jump corrections are

computed to high order by one-sided finite differences and extrapolation, and the location of the

free boundary is determined, also to high order, from the solution by a combination of Lagrange

interpolation and Newton’s method. The deferred correction procedure can, at least in principle, be

continued to indefinitely high orders, although we only apply it to fourth-order. We also note that

the principles behind our deferred correction method are completely general, in the sense that they

could be applied to essentially any free boundary problem formulated as an LCP. We demonstrate

the effectiveness of the method on the American pricing problem, and several other examples with

a one-dimensional space component, with and without a time component in the numerical results

in Chapter 5.

2.1 Preliminaries

2.1.1 The LCP formulation of free and moving boundary problems

One form of the variational inequality representation of a free boundary problem in one dimension

is 
∂tVa − LVa − g ≥ 0,

Va − V ∗ ≥ 0,

(∂tVa − LVa − g) · (Va − V ∗) = 0,

(2.1)

see, for example [22], where Va is the solution we are seeking, V ∗(S) is a given function, sometimes

called the obstacle function or the payoff function, and L is a second-order differential operator

L = p(t, S)
∂2

∂S2
+ w(t, S)

∂

∂S
+ z(t, S), (2.2)

where p, w, z and g = g(t, S) are also given functions. Problem (2.1) is called a linear comple-

mentarity problem. Note that all three relations in (2.1) need to be satisfied. The solution of

(2.1) is separated into two parts by a moving boundary Sf (t). The goal is to find the solution

Va = Va(t, S) such that either Va − V ∗ > 0 and ∂tVa − LVa − g = 0, on what we call the PDE

region of the solution, or ∂tVa −LVa − g ≥ 0 and Va − V ∗ = 0, on what we call the penalty region

of the solution. Consider the American option pricing problems. At each time, on one side of the

domain, it is always optimal to exercise the option such that V − V ∗ = 0; while on the other side,

it is always optimal to keep the option so that the PDE equality holds.

In elliptic obstacle problems, the ∂t term disappears in the above formulation, and L is an

elliptic operator. That is, the problem becomes
−LVa − g ≥ 0,

Va − V ∗ ≥ 0,

(−LVa − g) · (Va − V ∗) = 0,

(2.3)
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In the American option pricing problems, ∂t−L is the famous Black-Scholes operator with L = LBS

and

LBS ≡ σ2S2

2

∂2

∂S2
+ (r − d)S

∂

∂S
− r, (2.4)

where S is the underlying asset price, r is the risk-free rate, d is the dividend rate of the underlying

asset, σ is the volatility, and t is the backward time from expiry. Typical payoff functions are

V ∗(S) = max{S −K, 0} or V ∗(S) = max{K − S, 0}

for the American call and put options, respectively. Note that for American put and call options,

the obstacle function is not time dependent. It can be shown that the solution is only piecewise

smooth, and the value matching and smooth pasting conditions

Va(t, Sf (t)) = V ∗(Sf (t)),
∂

∂S
Va(t, Sf (t)) =

∂

∂S
V ∗(Sf (t)), (2.5)

hold at the moving boundary (see, for example [62]), while the second derivative is discontinuous

at Sf (t). We see that the solution is only C1 in space.

The presence of nonsmoothness in the solution at the undetermined free boundary poses chal-

lenges to achieve high-order convergence when solving the American option pricing problems.

Nonuniform-mesh techniques have been proposed to deal with this issue [40, 12]. In the work by

Oosterlee and Leentvaar [40], the authors propose to use fourth-order finite differences in space and

BDF4 in time, together with time-dependent grid-stretching in a predictor-corrector type scheme to

attain fourth-order accuracy. However, the authors of [40] did not provide numerical results on the

convergence order for American options. In this chapter, we develop a general deferred correction

algorithm using fourth-order finite difference method in space and BDF4 in time for solving free

and moving boundary problems.

We point out that since the free boundary Sf (t) changes infinitely quickly near expiry, [5] the

solution derivatives at the free boundary of the American put options blow up at t = 0 as seen from

(A.11) in Appendix A. This singular behaviour also appears in many other free boundary problems

and typically causes an extra challenge to the development of high-order methods. Therefore, in

the analysis of this chapter, we assume that the solution has no infinite singularity near t = 0 and

leave this part for future research. Instead, when solving American options for the numerical results

in Chapter 5, we apply a heuristic by stretching the time grid around t = 0 such that the solution

errors from the initial steps remain minimal and do not dominate the global error. Additionally,

we subtract out the solution of the corresponding European option from the American put option,

such that we obtain the same PDE but with zero initial condition, and the solution changes less

dramatically near t = 0. In this case, the solution of the corresponding European option serves as

a media solution to alleviate the singularity in the American option solution. Since the solution

of European options has an analytic form, this heuristic can be applied easily. For other problems

that do not have closed-form media solutions, we can also apply this heuristic by solving the media

problem numerically using our high-order methods developed in Chapters 3 and 4. More details

on the implementation considerations are given in the numerical results Chapter 5
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2.1.2 Penalty method for solving the LCP

We solve the LCP using the penalty method as discussed in [21]. We approximate (2.1) by the

penalized nonlinear PDE

∂V

∂t
= LV + g + ρmax{V ∗ − V, 0}, (2.6)

for moving boundary problems, and

LV + g + ρmax{V ∗ − V, 0} = 0, (2.7)

for free boundary problems, where ρ is a large positive penalty parameter, and V ∗ is the payoff

function, as defined in Section 2.1.1, which also serves as the initial condition for PDE in (2.6). In

particular, the penalty formulation of American option pricing is given by (1.9). The penalty term

introduces nonlinearity to the PDE and penalizes the violation of the constraint V −V ∗ ≥ 0. It can

be shown that ∥∂V
∂t ∥L2 , ∥V ∥H2 and ∥ρmax{V ∗−V, 0}∥L2 are all uniformly bounded independent of

ρ [16]. Therefore, as ρ → ∞ in the limit, the linear complementarity conditions are satisfied, and

either V − V ∗ ≥ 0 or V ∗ = V + ϵ for 0 < ϵ≪ 1, where ϵ = O(ρ−1), see [22]. Using a finite volume

discretization and applying the generalized Newton’s iteration, also referred to as discrete penalty

iteration, to the discretized PDE, the authors of [21] are able to prove monotonic convergence and

finite termination of the algorithm under certain conditions. Moreover, second-order convergence

can be obtained with an adaptive time step selector.

2.2 Discretization, jump corrections and error analysis

2.2.1 Discretization of the penalized equation

In this section, we describe the discretization of (2.7) and (2.6), which will later lead to the formu-

lation of a penalty iteration method for solving (2.7) and (2.6), similar to the second-order penalty

method introduced in [21]. Unlike [21], we use fourth-order finite difference space discretization

and BDF4 time-stepping in order to obtain high-order accuracy.

Consider a discretized domain S0 < S1 < · · · < SM where S0 and SM represent the left and

right boundary respectively. Let Ṽ n
j ≈ V (tn, Sj) be the finite difference approximation to the

true solution V (t, S) of (2.6) at time tn, and space point Sj . We drop the superscript n when

time is irrelevant. The space discretization is performed on a nonuniform grid that is smoothly

mapped from the parametric space. The finite difference weights can be obtained by the method

of undetermined coefficients in a stable way (see, for example, [19]). We denote the generic fourth-

order finite difference approximation to ∂2V
∂S2 at the interior point Sj for 1 < j < M − 1 to be

D2
4Vj ≡ c−2Vj−2 + c−1Vj−1 + c0Vj + c1Vj+1 + c2Vj+2,

where we abuse notation here and denote the finite difference coefficients at the points Sj−2, Sj−1,

Sj , Sj+1, Sj+2 by c−2, c−1, c0, c1, c2, respectively, for the finite difference approximation at Sj .
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At the two near-boundary points S1 and SM−1, we use biased finite difference scheme such that

D2
4V1 ≡ c−1V0 + c0V1 + c1V2 + c2V3 + c3V4,

and similarly D2
4VM−1. Fourth-order finite difference discretization of the first derivative ∂V

∂S (t, Sj)

can be obtained similarly using a five-point stencil, which we omit for brevity. We note that using

centered second-order finite differences for the two near-boundary points S1 and SM−1 does not

affect the fourth-order convergence rate.

Let S denote the vector of the interior grid points, i.e. S = [S1, . . . , SM−1]
T . Assuming Dirichlet

boundary conditions, the fourth-order finite differences above give us the space discretization of
∂2V
∂S2 and ∂V

∂S

∂V

∂S
(t,S) ≈ L̄1Ṽaug,

∂2V

∂S2
(t,S) ≈ L̄2Ṽaug,

where Ṽaug ≡ [Ṽ0, Ṽ1, . . . , ṼM ]T is the finite difference solution vector, L̄1 and L̄2 are (M − 1)×
(M +1) matrices with the coefficients of the corresponding finite difference stencil on each row. On

a uniform space grid with step size h, we have

L̄2 =
1

12h2



10 −15 −4 14 −6 1

−1 16 −30 16 −1

−1 16 −30 16 −1
. . .

. . .
. . .

. . .
. . .

−1 16 −30 16 −1

−1 16 −30 16 −1

1 −6 14 −4 −15 10


(M−1)×(M+1)

,

L̄1 =
1

12h



−3 −10 18 −6 1

1 −8 0 8 −1

1 −8 0 8 −1
. . .

. . .
. . .

. . .
. . .

1 −8 0 8 −1

1 −8 0 8 −1

−1 6 −18 10 3


(M−1)×(M+1)

.

Let L be an (M − 1)× (M − 1) matrix defined by

L ≡ PL2 +WL1 + Z, (2.8)

where L2 and L1 are (M−1)×(M−1) matrices formed by removing the first and last columns of L̄2

and L̄1, respectively, and P, W, and Z are diagonal matrices with diagonal entries [P]jj = p(t, Sj),

[W]jj = w(t, Sj), and [Z]jj = z(t, Sj) for j = 1, . . . ,M − 1. Then the discretization of LV + g
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becomes

LV (t,S) + g(t,S) ≈ LṼ + b,

where Ṽ ≡ [Ṽ1, Ṽ2, . . . , ṼM−1]
T , and

b =p(t, S0)V (t, S0)L̄2[:, 1] + w(t, S0)V (t, S0)L̄1[:, 1]

+ p(t, SM )V (t, SM )L̄2[:,M + 1] + w(t, SM )V (t, SM )L̄1[:,M + 1] + g(t,S),

which is a vector that incorporates the boundary conditions, where L̄1[:, j] and L̄2[:, j] denote the

j-th columns of L̄1 and L̄2, respectively. The penalty term in (2.6) and (2.7) can be discretized by

q(Ṽ) ≡ ρIṼ(V∗ − Ṽ) (2.9)

where V∗ = [V ∗
1 , V

∗
2 , . . . , V

∗
M−1]

T is the vector of the payoff function values on the grid points S1

to SM−1, and IṼ is a diagonal matrix whose diagonal entries are

[IṼ]i,i =

1, V ∗
i > Ṽi,

0, else.
(2.10)

Therefore, we obtain the discretization of the right-hand side of (2.6),

LV (t,S) + g(t,S) + ρmax{V ∗(S)− V (t,S), 0} ≈ LṼ + b+ q(Ṽ). (2.11)

Assuming BDF4 uniform time discretization, and defining

A ≡ 25

12
I− kL, (2.12)

the complete discretization of (2.6) including time stepping follows the rule

AṼn+4 = 4Ṽn+3 − 3Ṽn+2 +
4

3
Ṽn+1 − 1

4
Ṽn + kbn+4 + kq(Ṽn+4), (2.13)

where k is time step size, I is the identity matrix of size (M − 1)× (M − 1), and the superscript n

means the n-th time step. To start BDF4, we find that using an explicit third-order Runge-Kutta

(RK3) scheme for the first two steps and BDF3 for the third step works well. (This kind of starting

scheme is studied in detail in Chapter 3.) Other starting schemes are also possible; see, for example,

the American put option pricing problem in Section 5.1.3.

We also obtain the discretization of (2.7) as

LṼ + b+ q(Ṽ) = 0. (2.14)

Systems (2.13) and (2.14) are nonlinear systems due to the presence of the penalty term, and we

solve them using the penalty iteration described in [21].

We note that, at this point, we do not specify the choice of ρ in the terms q(Ṽn+4) and q(Ṽ)
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(a) f(x) (b) f ′(x) (c) f ′′(x)

Figure 2.1: An example graph of a nonsmooth function with a point of discontinuity of the second
derivative at x = −δ

in (2.13) and (2.14), respectively. This will be discussed in Subsection 2.3.2.

2.2.2 Finite difference approximation on a nonsmooth but piecewise smooth

function

As has been mentioned in the previous section, the solution of the LCP has a discontinuous second

derivative at the free boundary at all times. This is a major factor that causes the degeneracy

of convergence rate when using the finite difference method on uniform grids. Since the finite

difference approximation is based upon Taylor expansions, a certain level of smoothness has to be

assumed in order to obtain the corresponding accuracy. When this smoothness requirement is not

satisfied even at a single point, the truncation error will be contaminated by an additional error,

and propagated to other points in the solution through the Green’s function, as we will see later.

The analysis of this section is similar to the analysis of Li [36], and Wiegmann and Bube [61],

except that it is applied to our particular high-order finite difference operator.

To analyze the impact of piecewise smoothness on the finite difference approximation, consider

a piecewise smooth function

f(x) =

v(x), x+ δ > 0,

u(x), x+ δ ≤ 0,
(2.15)

such that u(−δ) = v(−δ) and u′(−δ) = v′(−δ), where δ is a positive constant. In addition, suppose

that u(x) and v(x) admit smooth extensions, i.e., u(x) is well defined and can be smoothly extended

to the domain x > −δ, and similarly v(x) can be smoothly extended to x < −δ. Let {xj} be a grid

with xi < xj for i < j, and with x−1 < −δ < x0 = 0. An example graph of function f(x) with grid

points x−2 to x2 is shown in Figure 2.1. We want to approximate the second derivative of f(x) at

grid points around the nonsmooth position x = −δ.

Second-order finite difference scheme

For notational convenience, we give a detailed derivation only for the second-order method. Deriva-

tions for the fourth-order method follow similarly. We pick the grid and location of the nonsmooth
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point only for the ease of demonstration. The following derivation is generalizable to any other

function of the same form, irrespective of where the nonsmooth point is located. When using

a second-order finite difference method to approximate the second derivative of f(x) at point

x = x0 = 0, we are actually computing

D2f0 =
1

h̄0

[
1

h0
u−1 −

(
1

h0
+

1

h1

)
v0 +

1

h1
v1

]
, (2.16)

where uj , vj denote u(xj), v(xj) respectively, D
2 represents the standard centred three-point finite-

difference operator, hj = xj−xj−1, and h̄j = (hj+hj+1)/2. Note that the value of u(x−1) instead of

v(x−1) is used for the left-most stencil point in (2.16). This is because the finite difference operator

is applied to f(x), which is equal to u(x−1) at point x−1. However, the correct (in the sense that

it is second-order accurate) approximation to the second derivative at the point x0 should be

D2v0 =
1

h̄0

[
1

h0
v−1 −

(
1

h0
+

1

h1

)
v0 +

1

h1
v1

]
, (2.17)

where we recall the assumption that v(s) has smooth extension for x < −δ. Note that u−1 in

the formula D2f0 is replaced by v−1 in the formula D2v0. The other problematic point is at

x = x−1 = −h0, where we approximate the derivative by

D2f−1 =
1

h̄−1

[
1

h−1
u−2 −

(
1

h−1
+

1

h0

)
u−1 +

1

h0
v0

]
,

rather than the second-order accurate finite difference

D2u−1 =
1

h̄−1

[
1

h−1
u−2 −

(
1

h−1
+

1

h0

)
u−1 +

1

h0
u0

]
.

The points x−1 and x0 are the only problematic points for a second-order method. The degeneracy

of the finite difference approximation accuracy comes from the inconsistency between the formulas

for D2f0 and D2v0, and between D2f−1 and D2v−1.

The following theorem describes the relationship between D2f0, D
2f−1 and D2v0, D

2u−1,

respectively, in terms of the jumps of u(x) and v(x) at point x = −δ, and quantifies the degeneration

of accuracy.

Theorem 2.2.1. Suppose f(x) is given by ( 2.15), where f(x) = v(x) for x > −δ and f(x) =

u(x) for x ≤ −δ, with u(−δ) = v(−δ) and u′(−δ) = v′(−δ), where u(x) and v(x) admit smooth

extensions. Consider the functions on a grid {xj} with xi < xj for i < j, and with x−1 < −δ <
x0 = 0. Then, D2f0, D

2f−1 and D2v0, D
2u−1 satisfy the relations

D2v0 = D2f0 −
(h0 − δ)2

h0(h0 + h1)
(u′′δ − v′′δ ) +

(h0 − δ)3

3h0(h0 + h1)
(u′′′δ − v′′′δ )

− (h0 − δ)4

12h0(h0 + h1)
(u′′′′δ − v′′′′δ ) +O(h3),

(2.18)
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and

D2u−1 = D2f−1 +
δ2

h0(h−1 + h0)
(u′′δ − v′′δ ) +

δ3

3h0(h−1 + h0)
(u′′′δ − v′′′δ )

+
δ4

12h0(h−1 + h0)
(u′′′′δ − v′′′′δ ) +O(h3),

(2.19)

where h = max{h0, h1}, and the subscript δ denotes the quantities at the nonsmooth point x = −δ,
e.g. u′′δ = u′′(−δ).

Proof. Subtracting (2.16) from (2.17), we get

D2f0 = D2v0 +
2

h0(h0 + h1)
(u−1 − v−1). (2.20)

Applying Taylor expansions for functions u(x) and v(x) around x = −δ, we have

u−1 = uδ − (h0 − δ)u′δ +
(h0 − δ)2

2
u′′δ −

(h0 − δ)3

6
u′′′δ +

(h0 − δ)4

24
u′′′′δ +O((h0 − δ)5),

v−1 = vδ − (h0 − δ)v′δ +
(h0 − δ)2

2
v′′δ − (h0 − δ)3

6
v′′′δ +

(h0 − δ)4

24
v′′′′δ +O((h0 − δ)5),

which gives

u−1 − v−1 =
(h0 − δ)2

2
(u′′δ − v′′δ )−

(h0 − δ)3

6
(u′′′δ − v′′′δ )

+
(h0 − δ)4

24
(u′′′′δ − v′′′′δ ) +O((h0 − δ)5),

(2.21)

using the assumptions that uδ = vδ and u′δ = v′δ. Substituting (2.21) into (2.20), we get (2.18).

Following a similar derivation, we get (2.19).

Fourth-order finite difference scheme

In the previous section, we use the second-order approximation as a convenient way to demonstrate

the essential relations that lead to our method. In this chapter, we focus on high-order methods.

Following exactly the same derivation procedure, we can arrive at similar formulas for fourth-

order methods. The main difference between the second-order and fourth-order FDs is that in

the fourth-order FDs there are four problematic points, namely x−2, x−1, x0, x1, instead of just

two. Let the finite difference coefficients at the points xj−2, xj−1, xj , xj+1, xj+2 be denoted

by c−2, c−1, c0, c1, c2, respectively, for the finite difference approximation at xj . We give the

following theorem for fourth-order discretization.

Theorem 2.2.2. Under the same assumptions as in Theorem 2.2.1, we have that D2
4u−2,
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D2
4u−1, D

2
4v0, D

2
4v1 satisfy the relations

D2
4u−2 = D2

4f−2 + c2
δ2

2
(u′′δ − v′′δ ) + c2

δ3

6
(u′′′δ − v′′′δ ) + c2

δ4

24
(u′′′′δ − v′′′′δ ) +O(h3), (2.22)

D2
4u−1 = D2

4f−1 +

(
c1
δ2

2
+ c2

(h1 + δ)2

2

)
(u′′δ − v′′δ ) (2.23)

+

(
c1
δ3

6
+ c2

(h1 + δ)3

6

)
(u′′′δ − v′′′δ )

+

(
c1
δ4

24
+ c2

(h1 + δ)4

24

)
(u′′′′δ − v′′′′δ ) +O(h3),

D2
4v0 = D2

4f0 −
(
c−2

(h−1 + h0 − δ)2

2
+ c−1

(h0 − δ)2

2

)
(u′′δ − v′′δ ) (2.24)

+

(
c−2

(h−1 + h0 − δ)3

6
+ c−1

(h0 − δ)3

6

)
(u′′′δ − v′′′δ )

−
(
c−2

(h−1 + h0 − δ)4

24
+ c−1

(h0 − δ)4

24

)
(u′′′′δ − v′′′′δ ) +O(h3),

D2
4v1 = D2

4f1 − c−2
(h0 − δ)2

2
(u′′δ − v′′δ ) + c−2

(h0 − δ)3

6
(u′′′δ − v′′′δ ) (2.25)

− c−2
(h0 − δ)4

24
(u′′′′δ − v′′′′δ ) +O(h3),

where h = max{h−1, h0, h1}.

Proof. From the approximation equations, we easily see that

D2
4f−2 = D2

4u−2 + c2(v0 − u0),

D2
4f−1 = D2

4u−1 + c1(v0 − u0) + c2(v1 − u1),

D2
4f0 = D2

4v0 + c−2(u−2 − v−2) + c−1(u−1 − v−1),

D2
4f1 = D2

4v1 + c−2(u−1 − v−1).

Then, expressing the quantities u−2−v−2, u−1−v−1, v0−u0, v1−u1, by applying Taylor expansions

to u−2, v−2, u−1, v−1, v0, u0, v1, u1 about the point x = −δ, exactly as in the proof of theorem 2.2.1,

we get the desired relations.

From Theorems 2.2.1 and 2.2.2, we see that, since cj = O(1/h2) and δ = O(h), dominant

O(1) terms appear in the truncation errors. Therefore, the second derivative approximations have

degenerated orders of accuracy, regardless of the order of discretization. In order to achieve the

desired order of accuracy, we have to eliminate the remainder terms. This can be done by adding

corrections. We call the right-hand side terms of Equations (2.22)–(2.25) that are added to D2
4fj

the correction terms to the finite difference approximation of the second derivatives at x−2 to x1.

For example, we call c2
δ2

2 (u
′′
δ −v′′δ )+ c2

δ3

6 (u
′′′
δ −v′′′δ )+ c2

δ4

24(u
′′′′
δ −v′′′′δ ) the correction terms to D2

4f−2

at x−2. We will also refer to u′′δ − v′′δ , u
′′′
δ − v′′′δ and u′′′′δ − v′′′′δ as derivative jumps.
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Modifying the finite differences with approximate corrections

The order of the FDs at the problematic points x−2 to x1 is determined by the dominant error term

in the corrections. If we were able to apply the exact corrections using Equations (2.22)–(2.25),

we would fully recover the fourth-order convergence of the FDs at the four problematic points x−2

to x1. However, in this work, we assume that the exact free boundary location and the derivative

jumps are not known a priori. They are instead approximated using a previously computed O(hℓ)

solution, as we describe later. Therefore, we replace the exact free boundary and derivative jumps

in the correction terms by the approximated ones. The accuracies of the corrected FDs depend on

the accuracy of the approximate free boundary and derivative jumps.

To see how the order of accuracy of the free boundary and derivative jumps affect the correction,

suppose that the free boundary is known exactly. Then, it is obvious that O(hℓ) derivative jumps

will give rise to O(hℓ) corrections. On the other hand, suppose that the derivative jumps are known

exactly, but we are given an approximate free boundary equal to δ + O(hℓ) with 1 ≤ ℓ ≤ 3. It is

important to notice that the approximate free boundary introduces an extra source of error in the

correction terms. To see this, we take one point, x−2, for example. The finite difference scheme

with approximate correction terms becomes

D2
4f−2 + c2

(δ +O(hℓ))2

2
(u′′δ − v′′δ ) + c2

(δ +O(hℓ))3

6
(u′′′δ − v′′′δ )

+ c2
(δ +O(hℓ))4

24
(u′′′′δ − v′′′′δ )

=D2
4f−2 +

(
c2
δ2

2
+O(hℓ−1)

)
(u′′δ − v′′δ ) +

(
c2
δ3

6
+O(hℓ)

)
(u′′′δ − v′′′δ )

+

(
c2
δ4

24
+O(hℓ+1)

)
(u′′′′δ − v′′′′δ )

=D2
4f−2 + c2

δ2

2
(u′′δ − v′′δ ) + c2

δ3

6
(u′′′δ − v′′′δ ) + c2

δ4

24
(u′′′′δ − v′′′′δ )

+O(hℓ−1)(u′′δ − v′′δ ) +O(hℓ)(u′′′δ − v′′′δ ) +O(hℓ+1)(u′′′′δ − v′′′′δ )

=D2
4u−2 +O(hℓ−1)(u′′δ − v′′δ ) +O(hℓ)(u′′′δ − v′′′δ ) +O(hℓ+1)(u′′′′δ − v′′′′δ ) +O(h3).

(2.26)

Equation (2.26) implies that, when applying corrections using an approximate free boundary, the

correction terms produce additional errors that are one order lower than the accuracy of the ap-

proximate free boundary. In order to improve the order of accuracy of the finite difference scheme

by adding back the correction terms, we see that ℓ has to satisfy ℓ ≥ 2, because if ℓ = 1, the

leading order term of the corrections on the right-hand side of (2.26) is still of constant order

O(hℓ−1) = O(1). Therefore, we require the approximate derivative jumps and the free boundary

location to be of at least O(h) and O(h2), respectively, in order to increase the order of accuracy

of the corrected finite differences to first-order, O(h2) and O(h3) to increase the order of accuracy

to second-order, and so on.
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2.2.3 Convergence of the fourth-order finite difference space discretization and

its error propagation through the Green’s function

Boundary value problems

In the previous section, we derived the correction terms for the finite difference approximations

of derivatives of a nonsmooth but piecewise smooth function. Unless the values of u′′δ − v′′δ , u
′′′
δ −

v′′′δ , u
′′′′
δ − v′′′′δ are known, we cannot make use of these formulas directly to obtain fourth-order

convergence. To solve this problem, we use a deferred correction approach, and successively compute

the approximate derivatives from the lower-order solutions that are already known, and make sure

to match up the orders of solutions and orders of corrections. In order to decide how much accuracy

is required for the derivative approximation to result in corrections of the required order, we need

to understand the error behaviour.

We consider boundary value problems that are time-independent, i.e., we consider (2.3) so that

we can leave the complexity of time evolution for later discussion. To analyze the error behavior

of the space discretization scheme, we consider the finite difference approximation of the PDE in

(2.7) given by (2.14).

The theorem below describes the error behaviour of the fourth-order finite difference scheme

applied to (2.7), and how the nonsmoothness at the free boundary causes the convergence order of

the fourth-order difference scheme to degenerate.

Proposition 2.2.1. Consider the penalized PDE ( 2.7) with V (S) being its exact solution, and

the original LCP ( 2.3) with Va(S) being its exact solution. Suppose that the first m + 1 points

Va(S0), Va(S1), . . . , Va(Sm) lie on the penalty region, i.e. Va(Sj) = V ∗(Sj) = V (Sj) ± ϵ for

0 ≤ j ≤ m, with 0 < ϵ≪ 1 being approximately the size of the stopping tolerance set in the penalty

iteration, and Va(Sj) > V ∗(Sj), V (Sj) ± ϵ > V ∗(Sj), for m + 1 ≤ j ≤ M . Assume also that the

approximate solution Ṽ of the penalty iteration exactly recovers IVa, i.e., IṼ = IVa. Then, the

error, e = [Va(S1)− Ṽ1, Va(S2)− Ṽ2, . . . , Va(SM−1)− ṼM−1]
T , of the fourth-order finite difference

scheme in ( 2.14) for solving the penalized PDE ( 2.7) satisfies

(L− ρIVa)e = γ+

m+2∑
j=m−1

O(1)1j +

M−1∑
j=1

O(h4)1j ≡ r, (2.27)

when the grid point Sm is not exactly on the free boundary, i.e. Sm < Sf , where 1j is the j-

th column of an (M − 1) × (M − 1) identity matrix, and [γ]j = (LVa(Sj) + g(Sj))11≤j≤m, for

j = 1, . . . ,M − 1, where 11≤j≤m is the indicator function, which is one when 1 ≤ j ≤ m and

zero otherwise. When Sm is exactly on the free boundary, i.e., Sm = Sf , the sum in the second

summation term is taken from j = m− 1 to m+ 1.

Proof. Since S0, S1, . . . , Sm lie on the penalty region and we assume Dirichlet boundary conditions,

IVa is an (M−1)×(M−1) diagonal matrix with the diagonal elements (IVa)i,i = 1 for i = 1, . . . ,m
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and (IVa)i,i = 0 for i = m+ 1, . . . ,M − 1. Hence, from the assumption that IṼ = IVa , we have

q(Ṽ) = ρ[V ∗(S1)− Ṽ1, . . . , V
∗(Sm)− Ṽm, 0, . . . , 0]

T

= ρ[Va(S1)− Ṽ1, . . . , Va(Sm)− Ṽm, 0, . . . , 0]
T

= ρIṼe,

(2.28)

Assume Sm < Sf , i.e. the grid point Sm is not exactly on the free boundary. The proof for the

case when Sm = Sf is similar.

From theorem 2.2.2 for fourth-order discretization, we apply the discrete L operator to the true

solution Va ≡ Va(S) to get

LVa + b =

M−1∑
j=1

(
LVa(Sj) + g(Sj) +O(h4)

)
1j +

m+2∑
j=m−1

O(1)1j ≡ LVa(S) + g(S) + θ,

θ ≡
m+2∑

j=m−1

O(1)1j +

M−1∑
j=1

O(h4)1j .

(2.29)

Since LVa + g = 0 for Sm+1 ≤ S ≤ SM−1, and using (2.29), we have

LVa + b = LVa(S) + g(S) + θ = γ+ θ. (2.30)

Subtracting (2.14) from (2.30) and applying (2.28), we get

L(Va − Ṽ)− q(Ṽ)− γ− θ = (L− ρIVa)e− γ− θ = 0.

Therefore, the error satisfies

(L− ρIVa)e = γ+
m+2∑

j=m−1

O(1)1j +
M−1∑
j=1

O(h4)1j .

Proposition 2.2.1 identifies the error equation e = (L − ρIṼ)−1r. The following proposition

tells us how the operator (L− ρIṼ)−1 behaves.

Proposition 2.2.2. Consider the partitioning of the matrix L, representing the discretization of

( 2.2) and defined in ( 2.8), into

L =

[
L11 L12

L21 L22

]
, (2.31)

where the submatrices L11, L12, L21, L22 are of sizes m×m, m× (M − 1−m), (M − 1−m)×m

and (M − 1 − m) × (M − 1 − m) respectively, and m is the largest integer such that Sm ≤ Sf .

Assume L11 and L22 are nonsingular, and ρ is a positive number such that ρ ≫ maxij{|Li,j |}.
Assume also that maxj{|[L−1

22 ]1,j |} = O(h2), maxj{|[L−1
22 ]2,j |} = O(h2), maxi{|[L−1

22 ]i,1|} = O(h2),

and maxi{|[L−1
22 ]i,2|} = O(h2). Let I be a diagonal matrix such that (I)i,i = 1 for i = 1, . . . ,m,
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(I)i,i = 0 for i = m+ 1, . . . ,M − 1. Then (L− ρI)−1 has the approximation

(L− ρI)−1 =

[
0 0

0 L−1
22

]
+O

(
1

ρ

)
J(M−1)×(M−1), (2.32)

where J(M−1)×(M−1) denotes a (M − 1)× (M − 1) matrix of all ones.

Remark 2.2.1. We denote (L22)
−1 by L−1

22 for notational simplicity.

Proof. For convenience, we consider a uniform space discretization. Results on nonuniform grids

follow similarly. Since L = PL2+WL1+Z as in (2.8) and P,W,Z are diagonal matrices, we have

L11 = P1L2|11 +W1L1|11 +Z1, L22 = P2L2|22 +W2L1|22 +Z2 and L12 = P1L2|12 +W1L1|12 +Z1

with P1 = P[1 : m, 1 : m],P2 = P[m+1 :M − 1,m+1 :M − 1], similarly for W1,W2,Z1,Z2, and

L2|11 =
1

12h2



−15 −4 14 −6 1

16 −30 16 −1

−1 16 −30 16 −1
. . .

. . .
. . .

. . .
. . .

−1 16 −30 16 −1

−1 16 −30 16

−1 16 −30


m×m

,

L2|22 =
1

12h2



−30 16 −1

16 −30 16 −1

−1 16 −30 16 −1
. . .

. . .
. . .

. . .
. . .

−1 16 −30 16 −1

−1 16 −30 16

1 −6 14 −4 −15


(M−1−m)×(M−1−m)

,

L1|11 =
1

12h



0 8 −1

−8 0 8 −1

1 −8 0 8 −1
. . .

. . .
. . .

. . .
. . .

1 −8 0 8 −1

1 −8 0 8

−1 6 −18 10


m×m

,

L1|22 =
1

12h



−10 18 −6 1

−8 0 8 −1

1 −8 0 8 −1
. . .

. . .
. . .

. . .
. . .

1 −8 0 8 −1

1 −8 0 8

1 −8 0


(M−1−m)×(M−1−m)

,
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L2|12 =
1

12h2

−1

16 −1


m×(M−1−m)

, L1|12 =
1

12h

−1

8 −1


m×(M−1−m)

.

Note that L11,L22 and L12 have the same nonzero pattern as L2|11,L2|22 and L2|12, and that L12

and L21 have only three nonzero entries in the lower-left and upper-right corners, respectively, and

all these entries are O(1/h2). Therefore, we have the nonzero patterns of L12L
−1
22 , L

−1
22 L21 and

L12L
−1
22 L21 as follows:× × . . . ×
× × . . . ×


m×(M−1−m)

,


× ×
× ×
...

...

× ×


(M−1−m)×m

,

 × ×
× ×


m×m

,

L12L
−1
22 L−1

22 L21 L12L
−1
22 L21

where the symbol “×” denotes a nonzero entry. In addition to the special nonzero patterns, from the

fact that the nonzero entries of L12, L21 are O(1/h2), and the assumptions that maxj{|[L−1
22 ]1,j |} =

O(h2), maxj{|[L−1
22 ]2,j |} = O(h2), maxi{|[L−1

22 ]i,1|} = O(h2), and maxi{|[L−1
22 ]i,2|} = O(h2) we see

that L12L
−1
22 , L

−1
22 L21 have nonzero entries of O(1), and that L12L

−1
22 L21 has nonzero entries of

O(1/h2). Moreover, L−1
22 L21L12L

−1
22 have nonzero entries of O(1) since each of its nonzero entry is

composed as the sum of two terms of O(1).

Since L11, L22 are nonsingular, the exact inverse matrix of L− ρI is

(L− ρI)−1 =

[
B −BL12L

−1
22

−L−1
22 L21B L−1

22 + L−1
22 L21BL12L

−1
22

]
,

where B = (L11 − ρI − L12L
−1
22 L21)

−1, and I is the identity matrix of size m × m. Since ρ ≫

maxij{|Li,j |} = O(1/h2), we have B = −1
ρ

(
I+ 1

ρ(L12L
−1
22 L21 − L11)

)−1
= −1

ρI+
1
ρO
(

1
ρh2

)
Jm×m.

Using the assumption that ρ≫ O(1/h2), we get 1
ρO
(

1
ρh2

)
< O

(
1
ρ

)
. Therefore,

(L−ρI)−1=

[
−1

ρI+
1
ρO
(

1
ρh2

)
Jm×m

1
ρL12L

−1
22

1
ρL

−1
22 L21 L−1

22 − 1
ρL

−1
22 L21L12L

−1
22

]
=

[
0 0

0 L−1
22

]
+O

(
1

ρ

)
J(M−1)×(M−1),

where the last equality holds because each nonzero entry of L12L
−1
22 , L

−1
22 L21, and L−1

22 L21L12L
−1
22

is O(1) as shown earlier.

Remark 2.2.2. Note that L22 behaves as the fourth-order finite difference discretization of L on the

grid Sm+1, Sm+2, . . . , SM−1 with Sm and SM as the boundary points. As such, the assumptions

in the proposition that maxj{|[L−1
22 ]1,j |} = O(h2), maxj{|[L−1

22 ]2,j |} = O(h2), maxi{|[L−1
22 ]i,1|} =

O(h2), and maxi{|[L−1
22 ]i,2|} = O(h2) are typically true, under some conditions on the coefficients

p(t, S), w(t, S), z(t, S) and the grid spacing. See, for example, Proposition 2.2.3 below.
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Remark 2.2.3. The assumption ρ ≫ maxij{|Li,j |} = O(1/h2) implies that the value of ρ should

be adjusted for each refinement of the grid in a way that ensures ρ ≫ 1/h2. However, in practice,

we can also set ρ to be a fixed constant that is large enough so that the approximation ( 2.32)

holds at all refinements. The assumption that ρ ≫ 1/h2 is a sufficient condition for our proof of

Proposition 2.2.2, but is not a necessary one.

Let r be defined as in Proposition 2.2.1 and rm+1:M−1 denote the subvector of r starting from entry

m+ 1 to M − 1. We then have the following theorem.

Theorem 2.2.3. Under the same assumptions as in Propositions 2.2.1, 2.2.2 and the assumption

that IṼ = IVa, when using the fourth-order finite difference scheme in ( 2.14) to solve the penalized

PDE ( 2.7), the error satisfies

e =

[
0

L−1
22 rm+1:M−1

]
+O

(
1

ρ

)
J(M−1)×1,

where J(M−1)×1 is a (M − 1)× 1 vector of all ones.

Proof. The theorem is easily obtained from Propositions 2.2.1 and 2.2.2.

Theorem 2.2.3 shows that the penalty method obtains the exact solution within a pre-specified

tolerance O(1/ρ) on the penalty region, while, on the PDE region, where the solution satisfies the

PDE (2.7), the error is given by L−1
22 rm+1:M−1. Note also that, on a uniform grid with step size h,

L−1
22 can be thought of as the finite difference analogue of the continuous Green’s function of L on

the PDE region, scaled by h
2 .

To support this conjecture, we visualize the size of entries of L−1
22 and its relation to the con-

tinuous Green’s function. Figure 2.2 gives the first three columns of −L−1
22 and the corresponding

−h
2G(S, Sm+j), for j = 1, 2 and 3, for the operator LBS given by Equation (2.4), on an example

uniform grid where the free boundary is located at Sm < Sf = 89.748 < Sm+1. We can see that

[L−1
22 ]:,j and h

2G(S, Sm+j) behave similarly.

Therefore, we have

e ≈
M−1∑

j=m+1

rj

[
0

[L−1
22 ]:,j

]
≈

M−1∑
j=m+1

rj
h

2

[
0

G(S2, Sj)

]
, (2.33)

where G(S2, Sj) is a column vector of function values G(S, Sj) at points S2 ≡ {Sm+1, . . . , SM−1}.
In order to analyze the error behavior, we turn to understanding the properties of the Green’s

function G(S, Sj), which is easier to investigate than its discrete analogue L−1
22 . The following

proposition gives the exact expression of the Green’s function to a general operator.

Proposition 2.2.3. Suppose that Tu(x) = 0 is a constant-coefficient, second-order homogeneous

differential equation defined on the domain [a, b]. Let ξ1 and ξ2 be the roots of the characteristic

equation arising from the differential operator T . Suppose further that ξ1 and ξ2 are real and

ξ1 ̸= ξ2. Let u(x) = c1e
ξ1x + c2e

ξ2x denote the general solution to this equation. Then, the Green’s
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(a) The first 3 columns of −L−1
22 (b) The continuous Green’s function −h

2G(S, Sj)

Figure 2.2: (a) The first three columns of −L−1
22 on an example uniform grid of size h = 1.25; (b)

The scaled continuous Green’s function −h
2G(S, Sj) for the operator LBS at Sm+1, Sm+2, Sm+3

and for S ≥ Sm+1. The free boundary location is Sf = 89.748.

function for the operator T is

G(x, x̄) =


e(ξ2−ξ1)b − e(ξ2−ξ1)x̄

(ξ2 − ξ1)eξ2x̄
(
e(ξ2−ξ1)b − e(ξ2−ξ1)a

) (eξ2x − e(ξ2−ξ1)a+ξ1x
)
, a ≤ x < x̄,

e(ξ2−ξ1)a − e(ξ2−ξ1)x̄

(ξ2 − ξ1)eξ2x̄
(
e(ξ2−ξ1)b − e(ξ2−ξ1)a

) (eξ2x − e(ξ2−ξ1)b+ξ1x
)
, x̄ ≤ x ≤ b.

(2.34)

Moreover, for any x ∈ [a, b], we have

G(x, x̄) = O(x̄− a), as x̄→ a.

Proof. The computation of the Green’s function follows the standard procedure and we omit it.

When x̄ ≤ x ≤ b, we have

e(ξ2−ξ1)a − e(ξ2−ξ1)x̄ = e(ξ2−ξ1)a
(
1− e(ξ2−ξ1)(x̄−a)

)
≈ (ξ1 − ξ2)(x̄− a)e(ξ2−ξ1)a = O(x̄− a),

as x̄→ a. When a ≤ x ≤ x̄, we have

eξ2x−e(ξ2−ξ1)a+ξ1x=eξ2a
(
eξ2(x−a)−eξ1(x−a)

)
≈ eξ2a(ξ2−ξ1)(x−a) ≤ eξ2a(ξ2−ξ1)(x̄−a) = O(x̄−a),

as x̄→ a. Therefore, we see that G(x, x̄)=O(x̄− a) as x̄→ a for all a ≤ x ≤ b.

From Proposition 2.2.3, with a = Sf , and x̄ = Sm+1 or x̄ = Sm+2, we have, for S > Sf ,

G(S, Sm+1) = O(Sm+1 − Sf ) = O(h), and G(S, Sm+2) = O(Sm+2 − Sf ) = O(h) as h → 0.

For a visual demonstration of property, Figure 2.3 gives an illustration of Green’s function for a

hypothetical second-order differential equation on two successive grid refinements.

The following theorem is a key point in the success of the method presented in Section 2.3.

Theorem 2.2.4. Under the same assumptions as in Theorem 2.2.3, we have that the error ei at
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Figure 2.3: Illustration of Green’s functions on two successive grid refinements S(1),S(2), for the
second-order differential operator −u′′ + u in [0.1, 1] with Sf = 0.123.

Si, for i ≥ m+ 1, is

ei ≈ O(h)G(Si, Sm+1) +O(h)G(Si, Sm+2) = O(h2), (2.35)

and its components for i ≥ m+ 2 are samples of a smooth function of the form O(h)G(S, Sm+1) +

O(h)G(S, Sm+2).

Proof. We first note that rm+1 = O(1), rm+2 = O(1), and rj = O(h4), for j ≥ m + 3. Therefore,

from relation (2.33), we have

e ≈ O(h)

[
0

G(S2, Sm+1)

]
+O(h)

[
0

G(S2, Sm+2)

]
+

M−1∑
j=m+3

O(h5)

[
0

G(S2, Sj)

]
. (2.36)

Since the summation terms in (2.36) are negligible compared to theO(h)-coefficient terms, and since

G(S2, Sj) = O(h) for j ≥ m+ 1, as shown in Proposition 2.2.3, relation (2.35) is proved. Further,

from Proposition 2.2.3, it is clear that the Green’s functions G(S, Sj) are piecewise smooth with

first-derivative jumps at points Sj , and smooth for S ≥ Sm+2. This proves the “smoothness” of

the error ei for i ≥ m+ 2.

Remark 2.2.4. The matrix L in (2.8) representing the discretization of ( 2.2) by a high-order

method does not satisfy the M-property, and it is not diagonally dominant. However, by numeri-

cal experiments for the cases of coefficient functions in ( 2.2) and grid spacings considered in this

chapter, we noticed that each of −L and −L+ ρI have non-negative inverses, i.e. they are mono-

tone. While we do not derive conditions under which the matrices are monotone, we note that a

high-order method does not preclude monotonicity [4, 8]. Notice also that Figure 2.2, that plots the

first three columns of −L−1
22 , which is the dominant part of (−L + ρI)−1, supports the conjecture

that −L + ρI is monotone. We also note that, while the M-property and diagonal dominance of

the matrix are common arguments used in the convergence study of the penalty iteration [21, 6], in

both these references, it is argued that such conditions are only sufficient and not necessary.
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Initial value problems

When the time variable is included, the analysis becomes more involved. However, the conclusions

are similar to the ones for boundary value problems. In this section, we study the single step error

behavior when we solve (2.6) using fourth-order finite difference discretization and BDF4 time-

stepping. While the stability analysis is important, we observed empirically that our time-stepping

scheme is generally stable in practice. Hence, we leave the stability analysis of the time-stepping

scheme for future research, and only focus on single step error behavior.

Consider the original LCP given by (2.1), and the corresponding penalized PDE (2.6). As

in Proposition 2.2.1 we have relation (2.30), it is easy to see that, in the case of time-dependent

problems, we have

∂tVa = LVa + b+ γ+ θ, with [γ(t)]j ≡ ((∂t − L)Va(t, Sj)− g(t, Sj))11≤j≤m(t), (2.37)

where m(t) is the node index at time t such that Sm(t) ≤ Sf (t) < Sm(t)+1.

Consider the BDF4 discretization applied to Equations (2.37) starting at the fourth time step.

We have, for the exact LCP solution,

AVn+4
a = 4Vn+3

a − 3Vn+2
a +

4

3
Vn+1

a − 1

4
Vn

a + kbn+4 + k(γ+ θ+ β), (2.38)

where β is the truncation error of the BDF4 time-stepping scheme applied to (2.37). Note that

the fully discrete system that we are actually solving is Equation (2.13). The following proposition

gives the relationship between the solution Va of the exact LCP and the solution Ṽn+4 of the fully

discrete system (2.13). To simplify the notation, in the proposition as well as the theorem following,

we drop the superscript n+ 4 from the computed solution Ṽn+4. Note that we have also dropped

the superscript from γ,θ and β for simplicity.

Proposition 2.2.4. Let Va be the solution to the exact LCP (2.1), and V be the solution to the

continuous penalized PDE (2.6). Assume that the penalty terms in the fully discrete equations

reflect the correct behavior, i.e., IṼ = IVa at each time step. Then, we have(
25

12k
I− L+ ρIVa

)
en+4 =

1

k

(
4en+3 − 3en+2 +

4

3
en+1 − 1

4
en
)
+ (γ+ θ+ β), (2.39)

where e = Va − Ṽ is error in the solution.

Proof. First, notice that ρIṼ(V∗ − Ṽ) = ρIVa(Va − Ṽ), since

ρIṼ(V∗−Ṽ)=ρIṼ(V∗−Va+Va−Ṽ)=ρIVa(V
∗−Va)+ρIṼ(Va−Ṽ)=ρIṼ(Va−Ṽ)=ρIVa(Va−Ṽ).

Using this identity, we subtract Equation (2.13) from (2.38) and rearrange to get Equation (2.39).

Corresponding to Proposition 2.2.1 in the previous section which describes the error equation

for time-independent free boundary problems, Proposition 2.2.4 gives an expression of the error

evolution for solving time-dependent free boundary problems using a fourth-order finite difference
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scheme and BDF4. For convenience of discussion, define

Lk ≡ 25

12k
I− L, and rn+3

k ≡ 1

k

(
4en+3 − 3en+2 +

4

3
en+1 − 1

4
en
)
+ (γ+ θ+ β). (2.40)

In addition, assume that, at the (n+ 4)-th time step, the free boundary is located in between Sm

and Sm+1, i.e., Sm ≤ Sf (tn+4) < Sm+1, on the space grid {S0, S1, . . . , Sm, . . . SM−1}. Similar to

the discussion for boundary value problems, we divide the matrix Lk into four block submatrices

Lk =

[
[Lk]11 [Lk]12

[Lk]21 [Lk]22

]

where the block matrices [Lk]11, [Lk]12, [Lk]21, [Lk]22 are of sizes m × m, m × (M − 1 − m),

(M − 1−m)×m and (M − 1−m)× (M − 1−m), respectively. Corresponding to Theorem 2.2.3

for time-independent problems, the error decomposition for time-dependent problems is given by

Theorem 2.2.5.

Theorem 2.2.5. Assume that [Lk]11 and [Lk]22 are nonsingular, and ρ is a positive number such

that ρ ≫ maxij{|[Lk]i,j |}. Assume also that maxj{|[[Lk]
−1
22 ]1,j |} = O(h2), maxj{|[[Lk]

−1
22 ]2,j |} =

O(h2), maxi{|[[Lk]
−1
22 ]i,1|} = O(h2), and maxi{|[[Lk]

−1
22 ]i,2|} = O(h2). Further, assume that IṼ =

IVa at each time step. When using BDF4 time-stepping and the fourth-order finite difference

scheme to solve the penalized PDE ( 2.6), the solution error at the (n+ 4)-th time step satisfies

en+4 =

[
O

([Lk]22)
−1 [rn+3

k ]m+1:M−1

]
+O

(
1

ρ

)
J(M−1)×(M−1).

Remark 2.2.5. We denote ([Lk]22)
−1 by [Lk]

−1
22 for notational simplicity.

Proof. From Proposition 2.2.4, we know that the error is the solution to

(Lk + ρIṼ)en+4 = rn+3
k .

Therefore, we get

en+4 = (Lk + ρIṼ)−1rn+3
k .

Then by making use of Proposition 2.2.2 applied to Lk, the theorem is proved.

Remark 2.2.6. Note that similar to Proposition 2.2.2, the assumptions on [Lk]
−1
22 are typically

true in practice.

Theorem 2.2.5 shows that the errors in the approximate solutions of moving boundary problems

behave in a similar way to the solution of free boundary problems. The solution on the penalty

region is computed exactly within a tolerance, while on the PDE region, in addition to the trunca-

tion errors, the solution errors from previous time steps also contribute to the solution error at the

current time step. The error propagation is governed by [Lk]
−1
22 , which depends on both the time

stepping and space discretization schemes. Similar to the discussion of boundary value problems,
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(a) The first 3 columns of [Lk]
−1
22 (b) The continuous Green’s function

hj

2 G(S, Sj)

Figure 2.4: (a) The first three columns of [Lk]
−1
22 on an example nonuniform grid; (b) The scaled

continuous Green’s function
hj

2 G(S, Sj) for the operator LBS at Sm+1, Sm+2 and Sm+3. The free
boundary location is Sf = 89.748. Note that the zero value on the left of the free boundary is not
included.

it can be treated as the discrete analogue of the Green’s function to the continuous operator on the

PDE region.

In the following, we consider a concrete example of the Black-Scholes operator, i.e., let L = LBS .

Instead of studying Lk, which is hard to analyze, we investigate the Green’s function for the

continuous operator Lk = 25
12k − L on the PDE region for a fixed time step size k. In Figure

2.4, we show the comparison of the graphs of G(S2, Sj) on the PDE region and [Lk]
−1
22 for the

first three Green’s functions on an example grid, where the free boundary is located at Sf =

89.748. Again, we see that they have the same shape with similar magnitudes. By performing

the usual variable transformation S = Kex to Lk, we can get a transformed operator Lk,x =

− ∂2

∂x2 − (κ− 1) ∂
∂x + (κ+ 25

6kσ2 ), whose Green’s function is given by Equation (2.34) in Proposition

2.2.3, with ξ1 =
−(κ−1)+

√
(κ+1)2+4λ

2 , ξ2 =
−(κ−1)−

√
(κ+1)2+4λ

2 , where λ = 25
6kσ2 , and κ = 2r

σ2 . Let

xm+1 = log(Sm+1/K) and xf = log(Sf/K). When xm+1 − xf is small enough, we have that

G(x, xm+1) = O(xm+1 − xf ) by Proposition 2.2.3. Since

xm+1 − xf = log(Sm+1/K)− log(Sf/K) = log

(
1 +

Sm+1 − Sf
Sf

)
≈
Sm+1 − Sf

Sf
= O(h),

when Sm+1 → Sf > 0, the Green’s function G(S, Sm+1) = O(h). Using the same argument as

in Section 2.2.3, we claim that the error in the solution of Equation (2.13) is of order O(h2) and

smooth for S ≥ Sm+2.

Therefore, we have the following theorem.

Theorem 2.2.6. Under the same assumptions as in Theorem 2.2.5, we have that the error at Si,

at the (n+ 4)-th time step, is en+4
i ≈ O(h2), and it is smooth for i ≥ m+ 2.
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Figure 2.5: An example layout of grid points in the time and space domain. The dashed line is the
free boundary. The red points to the left of the free boundary are on the penalty region, and the
points to the right of the free boundary are on the PDE region. Unlike at the solid black points,
BDF4 has degenerated accuracy at the hollow black points because it involves solution points that
lie on different sides of the free boundary.

2.2.4 Grid crossing

With BDF4 time-stepping, the time derivative of the solution at some point is computed by a linear

combination of the solutions at the four points directly prior to the current point. However, one of

more of the prior points may not lie on the same side of the moving boundary.

To see this, we can look at an example grid shown in Figure 2.5. The black hollow points, for

example p1, are problematic points for the BDF4 time-stepping scheme, because their computation

depends on one or more points on the other side of the moving boundary. Therefore, the BDF4

scheme at the black hollow points may exhibit degenerated accuracy.

On the other hand, for the black solid points, such as p2, the time derivative of the solution

with the BDF4 scheme uses only points on the same side of the moving boundary. Hence, the

BDF4 scheme at the black solid points is fourth-order accurate. In general, we can see that the

number of problematic points depends on how quickly the moving boundary moves relative to the

grid spacing. On a fixed grid, a slow-moving free boundary will have a smaller number of black

hollow points.

At minimum, we require the time discretization to be accurate enough so as not to affect the

convergence order in space. Despite the complicated behavior of the time derivative discretization,

we do not explicitly deal with the loss of accuracy in the time derivative in our algorithm. Instead,

we apply a time variable transformation to change the shape of the free boundary and try to reduce

the number of problematic points in the time stepping. This time transformation together with

appropriate space stretching turn out to be good enough to maintain high-order accuracy.
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2.2.5 Extrapolating the numerical solution

In this section, we discuss how to approximate the derivative jumps and the free boundary location

using a given numerical solution, and analyze some related technical details. We present the details

for one free boundary. In the case there are multiple free boundaries, we assume that the finite

difference stencils can only cross one free boundary at most. If this is not true, we apply a grid

stretching so that we obtain enough grid point between free boundaries and this assumption holds.

Approximation of the solution derivatives and associated derivative jumps

In this subsection, we discuss how to approximate the derivative jumps ∆V ′′
Sf

≡ V ′′
Sf ,− − V ′′

Sf ,+
,

∆V ′′′
Sf

≡ V ′′′
Sf ,− − V ′′′

Sf ,+
, and ∆V ′′′′

Sf
≡ V ′′′′

Sf ,− − V ′′′′
Sf ,+

, where the “−” and the “+” in the subscripts

denote values in the penalty and the PDE regions, respectively.

In the penalty region, since we are given the obstacle function V ∗, and we know that V = V ∗,

we can evaluate V ′′
Sf ,−, V

′′′
Sf ,− and V ′′′′

Sf ,− exactly.

We now turn to the PDE region and discuss the approximation of V ′′
Sf ,+

, V ′′′
Sf ,+

and V ′′′′
Sf ,+

. Recall

that Sm ≤ Sf < Sm+1, as shown on an example uniform grid in Figure 2.6. From Theorem 2.2.4,

we know that ei ≈ O(h2) and ei is smooth, for i ≥ m + 2. Therefore, by having O(h2) accurate

values Ṽm+2, Ṽm+3, Ṽm+4, we construct O(h2) accurate second derivative values Ṽ ′′
m+2, Ṽ

′′
m+3, Ṽ

′′
m+4.

To approximate the second derivative of the solution at the free boundary Sf < Sm+1 to O(h2)

accuracy, we extrapolate the solution derivative at Sf using the computed Ṽ ′′
m+2, Ṽ

′′
m+3, Ṽ

′′
m+4 by

Ṽ ′′(S) =

4∑
i=2

Ṽ ′′
m+i

4∏
j=2,j ̸=i

S − Sm+j

Sm+i − Sm+j

 ,

i.e., by using a quadratic Lagrange polynomial. The obtained approximate derivative at Sf is of

O(h2) accuracy. Higher-order derivatives are computed in the same way. Hence, from the analysis

in Section 2.2.2, we see that the correction terms computed using the approximate derivative jumps

will be of O(h2) accurate, which is more than the required O(h) accuracy to increase the order of

the corrected finite differences. Similarly, we use Ṽm+2, Ṽm+3, Ṽm+4, Ṽm+5 and a cubic polynomial

for the third-order approximation, and Ṽm+2, Ṽm+3, Ṽm+4, Ṽm+5, Ṽm+6 and a quartic polynomial for

the fourth-order approximation of the solution derivatives at the free boundary.

We stress here that the choice of the interpolation points starting from Sm+2 (skipping Sm+1)

to maintain the convergence order is guided by our analysis of the error behavior in the solution

given by Equation (2.36). Similar interpolation scheme can be found in [37], where the authors

are only able to justify their results empirically from numerical experiments. Note that we could

have used one degree less Lagrange interpolation in each case, but our choice is dictated by the

fact that we want the extrapolation error to be of even lower order than the solution error. We

also note that, while extrapolation may introduce additional errors, it is used to avoid areas where

the error is non-smooth and of order incompatible to the solution. Further, we emphasize that we

extrapolate less than 2h away from the smooth data points.
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Figure 2.6: An example grid on which a free boundary problem is defined. Point Sf is the free
boundary location.

Approximation of the free boundary location

To approximate the free boundary location, we apply the smooth pasting condition of the derivative

at the free boundary in Equation (2.5), which we repeat here for convenience:

∂V

∂S
(t, Sf (t)) =

∂V ∗

∂S
(Sf (t)). (2.41)

Assume that we have already calculated the approximate derivatives Ṽ ′
m+2, Ṽ

′
m+3, Ṽ

′
m+4, Ṽ

′
m+5 and

Ṽ ′
m+6 at Sm+2, Sm+3, Sm+4, Sm+5, Sm+6, respectively, with certain accuracy, using solution values

starting from Sm+2 and on. We then apply the quartic Lagrange polynomial to fit the derivative

by

Ṽ ′(S) =

6∑
i=2

Ṽ ′
m+i

6∏
j=2,j ̸=i

S − Sm+j

Sm+i − Sm+j

 .

Then, the approximate free boundary is obtained by Newton’s root finding algorithm such that

Ṽ ′(S)− ∂V ∗

∂S
(S) ≈ 0.

The approximate free boundary obtained in this way is of the same order as the numerical solution.

Hence, from the analysis in Section 2.2.2, by using O(h2) accurate solution, the approximate free

boundary is O(h2), and the correction terms computed are O(h), as is required to increase the order

of the corrected finite differences. Similarly, using O(h3) accurate solution, the correction terms

computed are O(h2), and so on. Note that we decided to use the smooth pasting condition (2.41)

to locate the free boundary instead of the value matching condition V (t, Sf (t)) = V ∗(Sf (t)). The

reason for this is that the value matching equation has a zero derivative at the root, resulting in a

double root. Therefore, Newton’s root-finding method is slow, if value matching is used. However,

we note that, for problems where the value matching equation holds, while the smoothing pasting

condition does not hold, e.g. cases of variance gamma, jump diffusion, American options, we do

not rule out that solving the value matching equation may work well. We leave this for further

research.



CHAPTER 2. HIGH-ORDER METHODS FOR FREE BOUNDARY PROBLEMS, AMERICAN OPTIONS 34

2.3 Algorithm

2.3.1 A fourth-order deferred correction algorithm for solving free boundary

problems

We are now ready to present a fourth-order deferred correction finite difference algorithm for

solving free and moving boundary problems. To start, we first present the algorithm for solving

free boundary problems where no time variable is involved. Recall that the penalized equation for

solving free boundary problems is given by Equation (2.7), and the respective discrete equations

are given by the nonlinear system (2.14), solved by a generalized Newton’s iteration as described

in [21], which is also referred to as discrete penalty iteration.

The main idea of our algorithm is to use a deferred correction technique to eliminate the

lower-order errors in the finite difference approximation introduced by piecewise smoothness in

the solution. We illustrate our correction scheme by considering only the leading order terms of

the corrections in Equations (2.22)–(2.25), that is, those associated with the jump in the second

derivative. The other terms are corrected in the same manner and we omit the discussion.

Recall that the fourth-order FD discretization of ∂2V
∂S2 and ∂V

∂S is L̄2Ṽaug and L̄1Ṽaug, respec-

tively, at the interior nodes of a grid S0 < S1 < . . . < SM , where L̄2 and L̄1 are M − 1× (M + 1)

second- and first-derivative, respectively, FD coefficient matrices, and Ṽaug = [Ṽ0, Ṽ1, . . . , ṼM ]T ,

as defined in Section 2.2.1. Suppose that Sm ≤ Sf < Sm+1, as shown in Figure 2.6. The second

derivative jump at the free boundary is pre-computed to be ∆V ′′
Sf

(either approximate or exact).

From Theorem 2.2.2, making δ = Sm+1 − Sf , and picking appropriate FD coefficients, we see that

the correction terms corresponding to the second derivative jumps at nodes Sm−1, Sm, Sm+1 and

Sm+2, are computed by

C ′′
1,0 =

(Sm+1 − Sf )
2

2
L̄2(m− 1,m+ 2)∆V ′′

Sf
, (2.42)

C ′′
2,0 =

(
(Sm+1 − Sf )

2

2
L̄2(m,m+ 2) +

(Sm+2 − Sf )
2

2
L̄2(m,m+ 3)

)
∆V ′′

Sf
, (2.43)

C ′′
3,0 = −

(
(Sf − Sm−1)

2

2
L̄2(m+ 1,m) +

(Sf − Sm)2

2
L2(m+ 1,m+ 1)

)
∆V ′′

Sf
, (2.44)

C ′′
4,0 = −

(Sf − Sm)2

2
L̄2(m+ 2,m+ 1)∆V ′′

Sf
, (2.45)

where L̄2(i, j) denotes the (i, j) entry of the coefficient matrix L̄2, and ∆V ′′
Sf

≡ limS↑Sf (t) V
′′(t, S)−

limS↓Sf (t) V
′′(t, S). Note that C ′′

j,0, j = 1, . . . , 4, correspond to O(1) error terms in (2.22)-(2.25).

The correction terms corresponding to the third and fourth derivative jumps are computed similarly,

giving rise to C ′′
j,1, j = 1, . . . , 4 (corresponding to O(h) error terms in (2.22)-(2.25)) and C ′′

j,2,

j = 1, . . . , 4 (corresponding to O(h2) error terms in (2.22)-(2.25)), respectively. Then, the total

correction terms for the FD approximation of the second derivative at nodes Sm−1, Sm, Sm+1 and
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Sm+2 are

C ′′
1 = C ′′

1,0 + C ′′
1,1 + C ′′

1,2, (2.46)

C ′′
2 = C ′′

2,0 + C ′′
2,1 + C ′′

2,2, (2.47)

C ′′
3 = C ′′

3,0 + C ′′
3,1 + C ′′

3,2, (2.48)

C ′′
4 = C ′′

4,0 + C ′′
4,1 + C ′′

4,2. (2.49)

By replacing the L̄2 entries with the corresponding L̄1 entries, we can similarly calculate the cor-

rection terms C ′
j to the first derivative approximations, for j = 1, 2, 3, 4, at nodes Sm−1, Sm, Sm+1

and Sm+2, respectively.

With these correction entries in hand, instead of solving Equation (2.14), we solve a modified

system

LṼ + b+ ρIṼ(V∗ − Ṽ) + a2 + a1 = 0, (2.50)

with correction terms a2 and a1, where

a2 = [0, . . . , 0, p(Sm−1)C
′′
1 , p(Sm)C ′′

2 , p(Sm+1)C
′′
3 , p(Sm+2)C

′′
4 , 0, . . . , 0]

T , (2.51)

a1 = [0, . . . , 0, w(Sm−1)C
′
1, w(Sm)C ′

2, w(Sm+1)C
′
3, w(Sm+2)C

′
4, 0, . . . , 0]

T . (2.52)

Ideally, we would know the exact derivative jumps and apply them to correct the FDs when discretiz-

ing the PDE. However, these jumps are not known a priori in the setting of this work. Therefore,

we make use of the approximate solution derivatives and free boundary location that we get, as

described in Section 2.2.5, to compute the approximate correction terms. Applying these correction

terms increases the order of the finite difference approximation. As a result, it also increases the

order of the new approximate solution when we solve the discrete system again with the corrected

FDs. We give the details in Algorithm 1.

Remark 2.3.1. In fact, the algorithm already reaches fourth-order accuracy with two corrections.

However, from numerical results presented later, it turns out the third correction improves the error

noticeably. Therefore, we present the algorithm with three corrections. One could theoretically go

beyond three corrections, however, the order cannot be further improved due to the order of finite

differences being used. Based on numerical experiments, we conjecture that further corrections, as

long as they involve second, third and fourth derivative jumps, would converge and may slightly

improve the error (not the order), but possibly not enough to justify the extra cost. Furthermore,

we believe that iterating would converge to the solution of the problem with the jumps incorporated

into the left-hand side matrix (extrapolated problem) and solved for simultaneously with the vector

of unknowns.

We also note that, for a fourth-order discretization method, it does not make sense to generate

jumps for higher order derivatives, and proceed with more corrections.

Remark 2.3.2. We presented the algorithm for a fourth-order discretization method and applied

three corrections, but the idea can be extended to higher order methods. For a ζ−order discretiza-
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Algorithm 1 A fourth-order FD algorithm for solving free boundary problems

1: Phase 1:
Solve (2.14) to obtain an approximate solution Ṽ(0) of O(h2) using penalty iteration.
Find Sm and Sm+1 as in Proposition 2.2.1.

Compute the approximate free boundary S̃
(0)
f to O(h2) accuracy, using Newton’s method with

initial guess (Sm + Sm+1)/2, as in Section 2.2.5.

Approximate V ′′(Sf ) at S̃
(0)
f to obtain Ṽ

′′(0)
Sf

= V ′′(Sf ) +O(h), as in Section 2.2.5.

2: Phase 2:
Compute the FD corrections a1, a2 using S̃

(0)
f and V ∗

Sf

′′ − Ṽ
′′(0)
Sf

.

Solve (2.50) to obtain an approximate solution Ṽ(1) of O(h3) using penalty iteration with initial
guess Ṽ(0).

Compute the approximate free boundary S̃
(1)
f to O(h3) accuracy, using Newton’s method with

initial guess S̃
(0)
f .

Approximate V ′′(Sf ), V
′′′(Sf ) at S̃

(1)
f to obtain Ṽ

′′(1)
Sf

= V ′′(Sf ) + O(h2), Ṽ
′′′(1)
Sf

= V ′′′(Sf ) +

O(h).
3: Phase 3:

Compute the FD corrections a1, a2 using S̃
(1)
f and V ∗

Sf

′′ − Ṽ
′′(1)
Sf

, V ∗
Sf

′′′ − Ṽ
′′′(1)
Sf

.

Solve (2.50) to obtain an approximate solution Ṽ(2) of O(h4) using penalty iteration with initial
guess Ṽ(1).

Compute the approximate free boundary S̃
(2)
f to O(h4) accuracy, using Newton’s method with

initial guess S̃
(1)
f .

Approximate V ′′(Sf ), V
′′′(Sf ), V

′′′′(Sf ) at S̃
(2)
f to obtain Ṽ

′′(2)
Sf

= V ′′(Sf ) + O(h3), Ṽ
′′′(2)
Sf

=

V ′′′(Sf ) +O(h2), Ṽ
′′′′(2)
Sf

= V ′′′′(Sf ) +O(h).

4: Phase 4:
Compute the FD corrections a1, a2 using S̃

(2)
f and V ∗

Sf

′′ − Ṽ
′′(2)
Sf

, V ∗
Sf

′′′ − Ṽ
′′′(2)
Sf

, V ∗
Sf

′′′′ − Ṽ
′′′′(2)
Sf

.

Solve (2.50) to obtain an approximate solution Ṽ(3) using penalty iteration with initial guess
Ṽ(2).
Compute the approximate free boundary S̃

(3)
f , using Newton’s method with initial guess S̃

(2)
f .
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tion method, we could apply ζ − 1 corrections, the first correction (Phase 2) involving the second

derivative, and proceeding so that each subsequent correction involves one additional derivative of

higher order, up to the ζ−order derivative.

2.3.2 A fourth-order deferred correction algorithm for solving moving boundary

problems

When solving moving boundary problems, we also need to consider time discretization. In order

to show the flow of computations as the correction phases and timesteps proceed, we introduce a

double index, with n denoting the timestep and ℓ (in parentheses) the correction phase. We assume

that Equation (2.6) has been discretized in time by BDF4, except for the first three time steps,

and in space by standard fourth-order FDs, resulting in the nonlinear system (2.13).

At this point, we make a note regarding the choice of ρ in the discrete problem. As discussed

in [21], it may be appropriate to adjust the value of ρ for each refinement of the grid in a way so

that the error arising from the approximation of the LCP by the penalized nonlinear PDE reduces

at the same rate as the discretization error. However, it is more practical to set a small enough

target relative error tolerance tol in the approximation of the LCP by the penalized nonlinear

PDE. Following the same arguments as in [21], and under similar boundedness assumptions, we

essentially scale ρ as k−1 in (2.13), or, equivalently, solve, with a fixed ρ, the nonlinear system

AṼn+4,(ℓ) = ỹn+4,(ℓ) + ρIṼn+4,(ℓ)(V
∗ − Ṽn+4,(ℓ)), (2.53)

where

A =

(
25

12
I− kL

)
, ỹn+4,(ℓ) = 4Ṽn+3,(ℓ) − 3Ṽn+2,(ℓ) +

4

3
Ṽn+1,(ℓ) − 1

4
Ṽn,(ℓ) + kb̃n+4. (2.54)

When we apply corrections to Equation (2.53), we solve a modified system

AṼn+4,(ℓ) = ỹn+4,(ℓ) + ρIṼn+4,(ℓ)(V
∗ − Ṽn+4,(ℓ)) + k(a1 + a2). (2.55)

with correction terms a1 and a2 computed in the same way as for free boundary problems discussed

in the previous section. Only slight modifications to Algorithm 1 are required to include BDF4

time-stepping and solve moving boundary problems. Our high-order finite difference method for

solving moving boundary problems is given in Algorithm 2.

Remark 2.3.3. Although we have given the BDF time stepping formula assuming uniform time

step size, Algorithm 2 is presented in a more general way, referring to general time points tn+3,

tn+2, tn+1, tn, as, in cases when the solution evolves rapidly or exhibits nonsmoothness in certain

time periods, a variable or adaptive timestep BDF can be used, to maintain small local errors at all

time steps. It is also important to note that, to produce quantities for the ℓth phase at tn+4, data

from the ℓth phase of timesteps tn+3, tn+2, tn+1 and tn are used.
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Algorithm 2 A fourth-order FD algorithm for solving moving boundary problems

1: for each time step tn do
2: Phase 1 (ℓ = 0):

Solve (2.53) to obtain an approximate solution Ṽn,(0) of O(h2) using penalty iteration with
initial guess Ṽn−1,(0).
Find Sm, Sm+1 at tn as in Proposition 2.2.1.

Compute the approximate free boundary S̃
n,(0)
f to O(h2) accuracy, using Newton’s method

with initial guess (Sm + Sm+1)/2 as in Section 2.2.5.

Approximate V ′′(tn, Sf ) at S̃
n,(0)
f to obtain Ṽ

′′(0)
Sf

= V ′′(tn, Sf ) +O(h), as in Section 2.2.5.

3: Phase 2 (ℓ = 1):

Compute the FD corrections a1, a2 using S̃
n,(0)
f and V ∗

Sf

′′ − Ṽ
′′n,(0)
Sf

.

Solve (2.55) to obtain an approximate solution Ṽn,(1) of O(h3) using penalty iteration with
initial guess Ṽn,(0).

Compute the approximate free boundary S̃
n,(1)
f to O(h3) accuracy, using Newton’s method

with initial guess S̃
n,(0)
f .

Approximate V ′′(tn, Sf ), V ′′′(tn, Sf ) at S̃
n,(1)
f to obtain Ṽ

′′n,(1)
Sf

= V ′′(tn, Sf ) +

O(h2), Ṽ
′′′n,(1)
Sf

= V ′′′(tn, Sf ) +O(h).

4: Phase 3 (ℓ = 2):

Compute the FD corrections a1, a2 using S̃
n,(1)
f and V ∗

Sf

′′ − Ṽ
′′n,(1)
Sf

, V ∗
Sf

′′′ − Ṽ
′′′n,(1)
Sf

.

Solve (2.55) to obtain an approximate solution Ṽn,(2) of O(h4) using penalty iteration with
initial guess Ṽn,(1).

Compute the approximate free boundary S̃
n,(2)
f to O(h4) accuracy, using Newton’s method

with initial guess S̃
n,(1)
f .

Approximate V ′′(tn, Sf ), V
′′′(tn, Sf ), V

′′′′(tn, Sf ) at S̃
n,(2)
f to obtain Ṽ

′′n,(2)
Sf

= V ′′(tn, Sf ) +

O(h3), Ṽ
′′′n,(2)
Sf

= V ′′′(tn, Sf ) +O(h2), Ṽ
′′′′n,(2)
Sf

= V ′′′′(tn, Sf ) +O(h).

5: Phase 4 (ℓ = 3):

Compute the FD corrections a1, a2 using S̃
n,(2)
f and V ∗

Sf

′′ − Ṽ
′′n,(2)
Sf

, V ∗
Sf

′′′ − Ṽ
′′′n,(2)
Sf

, V ∗
Sf

′′′′ −

Ṽ
′′′′n,(2)
Sf

.

Solve (2.55) to obtain an approximate solution Ṽn,(3) using penalty iteration with initial
guess Ṽn,(2).

Compute the approximate free boundary S̃
n,(3)
f , using Newton’s method with initial guess

S̃
n,(2)
f .

6: end for



Chapter 3

High-order time stepping for

parabolic PDEs and European options

When solving European options, the main difficulty in obtaining high-order methods comes from

the fact that the payoff functions in financial contracts are often nonsmooth. Such payoffs can cause

a degenerated accuracy of numerical schemes as well as spurious oscillations in the approximate

solutions and/or derivatives [54, 25]. While second-order methods for such problems have been

extensively used and studied, high-order methods in both the time and space domains have received

less attention in the literature. In this chapter, we analyze the effect of nonsmooth initial conditions

on the solution of parabolic PDEs using Fourier analysis, and show that the adverse behaviors

caused by nonsmooth initial conditions can be addressed by a backward differentiation formula

(BDF) time-stepping combining with some smoothing of the initial conditions. We then propose

several high-order methods in time and space that do not exhibit degenerated accuracy and spurious

oscillations.

In the following, we give a background of existing methods for solving parabolic PDEs with

nonsmooth initial conditions. In [43], the authors investigated the convergence rate behavior of

PDE methods for pricing problems with nonsmooth payoffs, and proposed various smoothing pro-

cedures (averaging the initial data, shifting the grid and a projection method) combined with a

special time-stepping method suggested by Rannacher [44] to restore the expected quadratic conver-

gence. In [43], it is shown that both the Rannacher startup procedure preceding the Crank-Nicolson

method and a smoothing of the initial data are necessary in order to obtain second-order conver-

gence. In fact, with Crank-Nicolson time stepping (and the diagonal Padé schemes in general), the

nonsmoothness in the initial condition causes two sources of errors: the low-order error in the high-

frequency Fourier domain, and the quantization error due to the placement of the nonsmooth point

on the numerical grid. The convergence behavior of Crank-Nicolson and Rannacher time-marching

methods is studied in detail in [25], where the authors applied Fourier analysis to show that several

implicit backward Euler steps preceding Crank-Nicolson time stepping, with suitable grid align-

ment of the nonsmooth point, can act as a damping device and restore the global second-order

convergence. To understand the quantization error, Christara and Leung [7] analyzed the effect

of the placement of the nonsmooth point relative to the grid, and of various types of smoothings

of the initial conditions on the accuracy and stability of second-order numerical methods used for

39
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solving a model convection-diffusion equation.

Higher order methods in both time and space for solving parabolic problems with nonsmooth

initial data are not well investigated in the literature. Most existing studies apply grid stretching

schemes with high-order discretizations to obtain high-accuracy solutions. With either grid stretch-

ing or locally refined meshes, the grid sizes around the singularity are much smaller than on the

smooth region. This provides a heuristic for improving the solution accuracy around the singular-

ity. In [40], the authors apply a standard fourth-order FD in space with a smoothly stretched grid

around the strike, and BDF4 in time. To initialize BDF4, they employ the combination of two

Crank-Nicolson steps and one BDF3 steps. With an appropriately chosen grid stretching parame-

ter, their numerical results empirically demonstrate fourth-order convergence in the option prices

of a European vanilla call, while the convergence orders of the calculated ∆ and Γ are degenerated

and inconsistent. Furthermore, no theoretical guarantees of convergence and stability are provided.

Indeed, the authors in [53] observe that only third-order convergence is obtained with the reference

method in [40] when initializing BDF4 with two Crank-Nicolson and one BDF3 step, on a uniform

space grid discretized with standard fourth-order FD, and fourth-order convergence can be restored

only when initializing BDF4 with the exact solutions, which is consistent with our convergence anal-

ysis in this chapter. To avoid the wide stencils of standard high-order FD methods, methods using

high-order compact (HOC) schemes, usually on uniform grids, are also commonly applied, see, e.g.

[53, 13, 14, 15]. In [13, 14, 15], the authors construct HOC schemes on a uniform grid to price more

complicated models with stochastic volatility and jumps in multiple dimensions. To match the

fourth-order accuracy in the space discretization, a fourth-order smoothing operator [31] is applied

to the nonsmooth payoff functions. Compared to the standard FD methods, the construction of

the HOC coefficients can be restrictive and quite tedious. Moreover, these methods are typically

only second-order accurate in time. To obtain highly accurate time-stepping schemes, the authors

in [12] apply an exact in time exponential time integration method, combined with a high-order

FD scheme on a locally refined mesh in space, though it is relatively inefficient to approximate

the matrix exponential and vector product. Other lines of work based on the weighted essentially

non-oscillatory (WENO) discretization schemes are also proposed to solve option pricing problems

with nonsmoothness in the solutions or terminal conditions [52, 39]. These schemes are known to

be of a high accuracy in smooth solution regimes, while in regions with discontinuities or large

gradients, there is an automatic switch to a one-sided high-order reconstruction, which prevents

the creation of spurious oscillations.

In this chapter, we propose a simple-to-implement fourth-order method to solve parabolic PDEs

with nonsmooth initial conditions. Our method applies BDF4 time stepping initialized with two

steps of an explicit third-order Runge-Kutta (RK3) and one step of BDF3 schemes (we can also

initialize with three steps of RK3 method). We prove that RK3 generates low-order errors for

nonsmooth data in the high-frequency domain that can be damped away by BDF4, while low-

order errors in the low-frequency domain are due to the propagation of low-order quantization

errors. To deal with the low-order quantization errors of discretizing nonsmooth initial conditions,

we derive explicit formulas for fourth-order smoothing of the Dirac delta, Heaviside and ramp

initial conditions, from the smoothing operators suggested in [31], and use these to eliminate the

low-order errors of the initial condition discretization in the Fourier domain. Given a high-order
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initial condition discretization, the time-stepping scheme combining RK3 in the first two time steps,

BDF3 in the third time step, and BDF4 onwards is guaranteed to be globally fourth-order in time.

Our analysis can be easily generalized to even higher-order time-stepping schemes in the BDF and

Runge-Kutta families of methods.

This chapter is organized as follows: In Section 3.1, we describe the model convection-diffusion

equation and the various nonsmooth initial conditions that our convergence analysis is based on.

In Section 3.2, we introduce the high-order discretization schemes we use. In Section 3.3, we write

the error of BDF4 in the Fourier domain as the sum of two terms, namely, the high- and low-

frequency components, and study their convergence. In Section 3.4, we analyze the error of RK3 in

the Fourier domain, and show that it has a nonconvergent high-frequency component, which, when

RK3 is followed by BDF4 (or any other BDF method), is damped exponentially. In Section 3.5,

we derive explicit expressions for the smoothed discretization of the initial conditions. In Section

3.6, we bring back all errors to the time domain and demonstrate fourth-order convergence of our

method.

3.1 Preliminaries

We are interested in the convection-diffusion equation

∂v

∂t
= ϵ

∂2v

∂x2
− a

∂v

∂x
(3.1)

over xL ≤ x ≤ xR and 0 < t < T . To simplify convergence study, we employ the standard practice

and consider PDE (3.1) on the infinite space domain −∞ < x < ∞ for von Neumann stability

analysis. Our numerical results show that the conclusions obtained for (3.1) on the infinite space

domain generalize well to problems defined on finite domains.

To investigate the behavior of (3.1) with nonsmooth initial conditions, we consider three types

of initial conditions

v(0, x) = δ(x), (3.2)

v(0, x) = H(x) ≡

1, x ≥ 0,

0, x < 0,
(3.3)

v(0, x) = C(x) ≡ max(x, 0) = xH(x), (3.4)

which correspond to the Dirac delta, Heaviside and ramp functions, respectively. The singularities

of Heaviside and ramp functions form the basis of many other nonsmooth functions. For example,

the bump function can be constructed from a linear combination of ramp functions, as

v(0, x) = max(x− B, 0)− 2max(x, 0) + max(x+ B, 0), (3.5)

where B > 0 is a constant. We see that the payoff of a digital call option is a shifted Heaviside

function, and the payoff of a call option is a shifted ramp function. Using linear combinations of

the shifted Heaviside and ramp functions, we can get many other types of payoffs, such as the
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bull/bear spread as in (1.15), (1.16), and butterfly spread as in (1.17).

The exact solutions corresponding to the three initial conditions (3.2), (3.3) and (3.4) are,

respectively,

vδ(t, x) ≡
1√
4πϵt

exp

(
−(x− at)2

4ϵt

)
=

(
√
2ζ)−1

2
i−1 erfc

(
−x− at√

2ζ

)
, (3.6)

vH(t, x) ≡
∫ x

−∞

1√
4πϵt

exp

(
−(y − at)2

4ϵt

)
dy =

(
√
2ζ)0

2
i0 erfc

(
−x− at√

2ζ

)
, (3.7)

vC(t, x) ≡
∫ x

−∞

∫ z

−∞

1√
4πϵt

exp

(
−(y − at)2

4ϵt

)
dydz =

(
√
2ζ)1

2
i1 erfc

(
−x− at√

2ζ

)
, (3.8)

where ζ =
√
2ϵt, i−1 erfc(x) = 2√

π
e−x2

, i0 erfc(x) = erfc(x), i1 erfc(x) =
∫∞
x erfc(z)dz, and

i =
√
−1. The exact solution of (3.1) with the bump initial condition (3.5) can be calculated from

the same linear combination of the exact solutions of (3.1) with the corresponding ramp functions

as the initial conditions. The first and second derivatives of (3.6) are

∂vδ
∂x

= − x− at

(
√
2ζ)3

i−1 erfc

(
−x− at√

2ζ

)
,

∂2vδ
∂x2

=

(
2(x− at)2

(
√
2ζ)5

− 1

(
√
2ζ)3

)
i−1 erfc

(
−x− at√

2ζ

)
,

(3.9)

and the first and second derivatives of (3.7) and (3.8) are, respectively,

∂vH
∂x

= vδ,
∂2vH
∂x2

=
∂vδ
∂x

, (3.10)

∂vC
∂x

= vH ,
∂2vC
∂x2

=
∂vH
∂x

. (3.11)

We take ϵ = 1 in the following. We are interested in approximating the solution and its derivatives

to a high-order accuracy.

We define the Fourier transform pair of a generic function v(t, x) as

v̂(t, ω) ≡
∫ ∞

−∞
v(t, x)e−iωxdx, v(t, x) ≡ 1

2π

∫ ∞

−∞
v̂(t, ω)eiωxdω.

The Fourier transformed model problem (3.1) in the frequency domain becomes v̂t = −(ω2+ iaω)v̂,

and has the exact solution

v̂(t, ω) = e−(ω2+iaω)tv̂(0, ω), (3.12)

where v̂(0, ω) is the Fourier transform of any of the initial conditions defined in (3.2) to (3.4). When

it is clear from context, we drop ω in the frequency notation and simply write v̂(t) for convenience.

When discretizing the space domain to a grid {xj}, for j = . . . ,−1, 0, 1, . . ., the nonsmooth point

does not necessarily lie exactly on a grid point. To accommodate this, we introduce a parameter

α ∈ (0, 1] and denote xj = (j+(1−α))h as the grid points, where h is the uniform spatial stepsize.

The nonsmooth point is fixed at x = 0. For general α, the delta initial condition is typically
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discretized as [25, 7]

δα(xj) ≡


1−α
h , j = −1,

α
h , j = 0,

0, else,

(3.13)

which is equivalent to second order smoothing in [31]. The discretization of (3.3), (3.4) and (3.5)

can be simply sampled from the continuous respective function. However, it turns out that the

naive discretization of initial conditions may lead to deterioration of the convergence rate of a

high-order method, due to their low-order representation in the frequency domain. Moreover, the

alignment of the nonsmooth point on the grid also plays a role in the convergence order. To deal

with nonsmooth initial condition discretization, we apply a high-order convolution-type smoothing;

see Section 3.5. In this chapter, we focus on high-order time stepping analysis. A more detailed

study of nonsmooth initial conditions is presented in Chapter 4.

We employ the Fourier transform pair on the discrete space domain {xj} for −∞ < j < ∞
to study the convergence behavior of the discretization. Again, numerical results in Chapter 5

show that the conclusions from Fourier analysis of the model PDE (3.1) generalize well to problems

defined on finite domains. With the alignment α = 1 and with θ ≡ ωh, the semi-discrete Fourier

transform pair [56] is

V̂ (ωh) = V̂ (θ) = h
∞∑

j=−∞
Vje

−iωxj = h
∞∑

j=−∞
Vje

−ijθ, (3.14)

Vj =
1

2π

∫ π
h

−π
h

V̂ (ωh)eiωxjdω =
1

2πh

∫ π

−π
V̂ (θ)eijθdθ, (3.15)

Note that direct application of the semi-discrete Fourier transform is only valid for the case of Dirac

delta initial condition, because the summation in (3.14) of the semi-discrete Fourier transform of the

solutions VH and VC corresponding to the Heaviside and the ramp initial conditions, respectively, is

divergent. For this reason, the Fourier transform pair for the Heaviside and ramp initial conditions

we use here is

V̂ (ωh) = V̂ (θ) = h

∞∑
j=−∞

(e−ηjhVj)e
−iωxj = h

∞∑
j=−∞

(e−ηjhVj)e
−ijθ,

e−ηjhVj =
1

2π

∫ π
h

−π
h

V̂ (ωh)eiωxjdω =
1

2πh

∫ π

−π
V̂ (θ)eijθdθ,

which requires to multiply both sides of (3.16) by e−ηjh, for η > 0, before the semi-discrete inverse

Fourier transform can be applied. As a result, V̂ is not the direct Fourier transform of the solutions

in the cases of the Heaviside and the ramp initial conditions. However, for notational simplicity,

we do not explicitly differentiate the two situations. Readers should understand the meaning of V̂

from its context.
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3.2 Discretization

In practice, when numerically solving for the solution, we need to work on a finite space domain,

either because the original problem is already defined on a finite space, or because we must truncate

an infinite domain for computation. Consider a discretized domain x0 < x1 < · · · < xM where

x0 and xM represent the left and right boundary, respectively. Note that we are using different

grid indices here for discretization on a finite domain, as compared to the notations in the previous

section where the indices j of xj goes from −∞ to ∞ for Fourier analysis. Let V n
j ≈ v(tn, xj)

be the FD approximation to the true solution v(tn, xj), where tn = nk is the n-th time step, and

k = T
N is the time step size with a total of N time steps. We drop the superscript n when time is

irrelevant. On a uniform grid with stepsize h, the fourth-order FD approximation to ∂2V
∂S2 (t, xj) is

given by the operator

D2
4Vj ≡

1

12h2
(−Vj−2 + 16Vj−1 − 30Vj + 16Vj+1 − Vj+2),

for 2 ≤ j ≤ M − 2. At the boundaries, we only need to apply a second-order discretization to

maintain fourth-order accuracy [4],

D2
4V1 ≡

1

h2
(V0 − 2V1 + V2),

for j = 1, and similarly for j = M − 1. The fourth-order FD approximation to ∂V
∂S (t, xj) is given

by the operator

D4Vj ≡
1

12h
(Vj−2 − 8Vj−1 + 8Vj+1 − Vj+2),

for 2 ≤ j ≤M − 2, and

D4V1 ≡
1

h
(−V0 + V2).

for j = 1, and similarly for j = M − 1. For convenience of later discussion, we denote Dh to be

Dh ≡ D2
4 − aD4, so that

DhVj =
−Vj−2 + 16Vj−1 − 30Vj + 16Vj+1 − Vj+2

12h2
− a

Vj−2 − 8Vj−1 + 8Vj+1 − Vj+2

12h
.

for 2 ≤ j ≤M − 2, while slightly different relations hold for j = 1 and j =M − 1. Hence, with the

space discretization of (3.1), we obtain an ordinary differential equation (ODE) system

dVj
dt

= DhVj , 1 ≤ j ≤M − 1.

When using BDF4 time-stepping, with time step size k, we have, for the (n+ 4)-th time step,

25
12V

(n+4)
j − 4V

(n+3)
j + 3V

(n+2)
j − 4

3V
(n+1)
j + 1

4V
(n)
j

k
= DhV

(n+4)
j , (3.16)
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for 2 ≤ j ≤M − 2. For later convenience, we define

α4 =
25

12
, α3 = −4, α2 = 3, α1 = −4

3
, α0 =

1

4
. (3.17)

Hence, (3.16) becomes

4∑
l=0

αlV
(n+l)
j = kDhV

(n+4)
j . (3.18)

3.3 Fourier analysis of the discrete system arising from BDF4

In this section, we investigate the Fourier transform of the discrete system (3.16). Applying Fourier

transform (3.15) to (3.18), we get

4∑
l=0

αlV̂
(n+l)(θ) = µV̂ (n+4)(θ), (3.19)

where α4, α3, α2, α1, α0 are the BDF4 coefficients as defined in (3.17), and

µ = − d̄

12
(2 cos(2θ)− 32 cos θ + 30))− i

ad

12
(16 sin(θ)− 2 sin(2θ))

= − d̄
3
(1− cos θ)(7− cos θ)− i

ad

3
sin(θ)(4− cos θ),

(3.20)

where d = k
h and d̄ = k

h2 . Note that a is fixed for a given problem, and k = dh for some constant

d. By re-arranging the terms, we can write (3.19) as

4∑
l=0

α̂lV̂
(n+l)(θ) = 0, (3.21)

with the coefficients

α̂4 =
25

12
+
d̄

3
(1− cos θ)(7− cos θ) + i

ad

3
sin(θ)(4− cos θ) = α4 − µ,

α̂3 = α3 = −4, α̂2 = α2 = 3, α̂1 = α1 = −4

3
, α̂0 = α0 =

1

4
.

(3.22)

The corresponding characteristic polynomial of the difference equation (3.21) is

4∑
l=0

α̂lξ
l = ρ(ξ)− µξ4, where ρ(ξ) =

4∑
l=0

αlξ
l. (3.23)

Considering the recurrence relation

V̂ (n+4) = −α3V̂
(n+3) + α2V̂

(n+2) + α1V̂
(n+1) + α0V̂

(n)

α̂4
, (3.24)
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we find the generic expression of V̂ (n+4) given the four starting values V̂ (n+l) for l = 0, 1, 2, 3. To

study the convergence behavior, we write the BDF4 iteration as a one-step method by

V̄ (n+1) ≡


V̂ (n+4)

V̂ (n+3)

V̂ (n+2)

V̂ (n+1)

 =


−α3

α̂4
−α2

α̂4
−α1

α̂4
−α0

α̂4

1 0 0 0

0 1 0 0

0 0 1 0



V̂ (n+3)

V̂ (n+2)

V̂ (n+1)

V̂ (n)

 ≡ RV̄ (n), (3.25)

where R = R(µ) is a function of µ denoting the iteration matrix. The spectral radius of R indicates

the convergence behavior of the iteration. Note that there is one-to-one correspondence between

the roots of the characteristic polynomial ρ(ξ)− µξ4 and the eigenvalues of the companion matrix

R.

Let Ê(n) ≡ v̂(tn)− V̂ (n) for l ≥ 0, and the truncation error

ε(n) ≡ 1

α̂4

4∑
l=0

α̂lv̂(tn+l). (3.26)

Define Ē(n) ≡ [Ê(n+3), Ê(n+2), Ê(n+1), Ê(n)]T , and ε̄(n) ≡ [ε(n), 0, 0, 0]T . Then, we can see from the

iterative scheme (3.25) that

Ē(n+1) = RĒ(n) + ε̄(n),

and therefore,

Ē(n+1) = Rn+1Ē(0) +
n∑

l=0

Rlε̄(n−l),

given an initial approximate V̄ (0) and the corresponding Ē(0).

Note that V̂ , Ê, Ē, V̄ and R are (vector-)functions of ω and h. For the convenience of later

discussion, for any fixed h ∈ (0, 1), when ω ̸= 0, we define

β ≡ log |ω|
log(1/h)

, (3.27)

so that ω and h are related by |ω| = h−β. Since ω ∈ [−π/h, π/h], we get that β ≤ 1+ log π
log(1/h) ≡ βmax.

The exact solution v̂(tN ) at tN ≡ T = Nk is

v̂(tN ) = e−(ω2+iaω)Nkv̂(0) = e−(ω2+iaω)T v̂(0).

For later discussion, we define z ≡ (ω2 + iaω)k. We see that, as h→ 0, we have v̂(tN ) → e−∞ = 0

exponentially in the frequency range |ω| = h−β with β > 0. Moreover, the exact solution for all

tn decays exponentially to zero when β > 1
2 . The goal is to study the stability and convergence

of the BDF4 solution by investigating the behavior of V̂ (N) obtained from the recurrence relation

(3.24). In the following discussion, we consider the frequencies |ω| = h−β with β < 1
2 , together

with the frequency ω = 0, as being in the low-frequency regime, and the frequencies |ω| = h−β with
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Figure 3.1: High- and low-frequency regions arising in BDF4. Note that |ω| = h−β.

1
2 ≤ β ≤ βmax as being in the high-frequency regime, as shown in Figure 3.1. We show later that the

convergence performance of the approximate V̂ (n) behaves differently in the high and low-frequency

domain.

We use the following lemmas to prove our main theorem.

Lemma 3.3.1. Let β be defined by ( 3.27), and µ be given by ( 3.20). As h→ 0, we have |µ| → ∞
when 1

2 < β ≤ βmax, and |µ| → 0 when β < 1
2 .

Proof. When 1 < β ≤ βmax, we have ωh → ±∞ as h → 0. Hence, the real part Re(µ) =

− d
3h(1 − cos(θ))(7 − cos(θ)) → −∞, and the imaginary part |Im(µ)| =

∣∣−ad
3 sin(θ)(4− cos θ)

∣∣ is
bounded above. It is obvious then that |µ| → ∞. Similarly for β = 1.

When β < 1, we have ωh→ 0. In this case, Im(µ) → 0. Moreover,

lim
h→0

Re(µ) = lim
h→0

[
− d

3h
(1− cos(θ))(7− cos(θ))

]
= −d

3
lim
h→0

(1− cosh1−β)(7− cosh1−β)

h

= −d
3
lim
h→0

(1− β)h−β sinh1−β(8− 2 cosh1−β)

1

= −2(1− β)d lim
h→0

sinh1−β

hβ

= −2(1− β)d lim
h→0

h1−2β.

We see that if 1
2 < β < 1, we have limh→0Re(µ) = −∞. Hence, µ→ −∞ in the complex plane. If

β < 1
2 , we have limh→0Re(µ) = 0. Hence, we get µ→ 0.

Lemma 3.3.2 ([32]). Suppose that a linear multistep method (ρ, σ) is strongly A(θ)-stable (0 ≤
θ ≤ π/2). Then there exist positive constants r, γ, C, such that ∀µ ∈ Sθ ≡ {z ∈ C̄|z = 0 or z =
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∞ or − θ1 ≤ Arg z ≤ θ1, 0 ≤ θ1 < θ}, we have

∥R(µ)n∥ ≤ Ce−γn, if |µ| ≥ r;

∥R(µ)n∥ ≤ CeγnRe(µ), if |µ| ≤ r.

Proof. See Lemma 3 in [32].

Combining Lemmas 3.3.1 and 3.3.2, we see that when 1
2 < β ≤ βmax, we have ∥R(µ)n∥ ≤ Ce−γn;

and when β < 1
2 , we have ∥R(µ)n∥ ≤ CeγnRe(µ). For the case when β = 1

2 , we can see from

the proof of Lemma 3.3.1 that Re(µ) → −d and |µ| → d as h → 0. Thus, if |µ| ≥ r, we have

∥R(µ)n∥ ≤ Ce−γn, and, if |µ| ≤ r, we have ||R(µ)n|| ≤ Ce−γnd, which decays exponentially as well.

Lemma 3.3.3. Let ε(n) be defined by ( 3.26), β as in ( 3.27), and µ as in ( 3.20). We have

|ε(n)| ≤ 12

25

(
20

3
|z|5 + |µ+ z||e−4z|

)
|v̂(tn)|.

Proof. For notation convenience, we look at ε(n−4). We first note that

α̂4ε
(n−4) =

4∑
l=0

α̂4−lv̂(tn−l)

=

4∑
l=0

α4−lv̂(tn−l) + zv̂(tn)− (µ+ z)v̂(tn)

=
4∑

l=0

α4−lv̂(tn−l)− kv̂t(tn)− (µ+ z)v̂(tn).

Applying Taylor expansion to v̂(tn−l) and get

v̂(tn−l) = v̂(tn)− lkv̂t(tn)+
l2k2

2
v̂tt(tn)−

l3k3

6
v̂ttt(tn)+

l4k4

24
v̂tttt(tn)+

∫ tn−l

tn

(tn−l − t)4

24
v̂ttttt(t)dt.

From the properties of BDF4 coefficients and the fact that v̂(t) = e−(ω2+iaω)tv̂(0) is infinitely

smooth, we have

4∑
l=0

α4−lv̂(tn−l)− kv̂t(tn) =
−(ω2 + iaω)5

24

4∑
l=1

α4−l

∫ tn−l

tn

(tn−l − t)4e−(ω2+iaω)tv̂(0)dt,
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and

|ε(n−4)| =

∣∣∣∣∣ 1

α4−µ

(
−(ω2 + iaω)5

24

4∑
l=1

α4−l

∫ tn−l

tn

(tn−l−t)4e−(ω2+iaω)tv̂(0)dt− (µ+z)v̂(tn)

)∣∣∣∣∣
≤ 1

α4

(
|ω2 + iaω|5

24

∣∣∣∣∣
4∑

l=1

α4−l

∫ tn

tn−l

(t− tn−l)
4e−(ω2+iaω)tv̂(0)dt

∣∣∣∣∣+ |µ+ z||v̂(tn)|

)

≤ 1

α4

 |ω2 + iaω|5

24

∑
l=2,4

α4−l

∣∣∣∣∣
∫ tn

tn−l

(t− tn−l)
4e−(ω2+iaω)tv̂(0)dt

∣∣∣∣∣+ |µ+ z||v̂(tn)|


≤ 1

α4

 |ω2 + iaω|5k4

24

∑
l=2,4

α4−ll
4

∣∣∣∣∣
∫ tn

tn−l

e−(ω2+iaω)tv̂(0)dt

∣∣∣∣∣+ |µ+ z||v̂(tn)|


≤ 1

α4

 |ω2 + iaω|5k4

24

∑
l=2,4

α4−ll
4 · lk |v̂(tn−l)|+ |µ+ z||e−(ω2+iaω)4kv̂(tn−4)|


≤ 1

α4

 |ω2 + iaω|5k5

24

∑
l=2,4

α4−ll
5 + |µ+ z||e−(ω2+iaω)4k|

 |v̂(tn−4)|

=
12

25

(
20

3
|z|5 + |µ+ z||e−(ω2+iaω)4k|

)
|v̂(tn−4)|.

Theorem 3.3.4. For the iteration scheme ( 3.19), there exist some positive constants γ,C1, C2, C3

such that

|Ê(n)| ≤ C1e
−γn max

0≤l≤3
|V̂ (l)|1{ 1

2
≤β≤βmax}

+

(
C2e

γnRe(µ) max
0≤l≤3

|Ê(l)|+ C3h
4|ω|χ5 |ν|γ̄(n−1)|v̂(0)|

)
1{β< 1

2
,ω=0},

(3.28)

for n ≥ 4, where ν = e−(ω2+iaω)k, γ̄ = min(γ, 1), and χ5 ≡ 5(1 +H(β)).

Proof. When 1
2 ≤ β ≤ βmax, the exact solution v̂(tn) = e−nz v̂(0) converges to 0 exponentially.

Hence, from Lemma 3.3.2, we have

|Ê(n)| ≤ ∥Ē(n)∥ ≈ ∥RnV̄ (0)∥ ≤ ∥Rn∥ · ∥V̄ (0)∥ ≤ C1e
−γn max

0≤l≤3
|V̂ (l)|.

When β < 1
2 , we note that

Re(µ) = −ω2k +
d

90
ω6h5 +O(ω8h7),

and ∣∣∣∣ d90ω6h5 +O(ω8h7)

∣∣∣∣ = ∣∣∣∣ d90h5−6β +O(h7−8β)

∣∣∣∣ ≤ Ch2



CHAPTER 3. HIGH-ORDER TIME STEPPING FOR PARABOLIC PDES AND EUROPEAN OPTIONS 50

for some positive constant C. Hence, with 0 ≤ l ≤ n− 1 ≤ T
k , we have

eγlRe(µ) ≤ e−γlω2k · eγl|
d
90

ω6h5+O(ω8h7)|

≤ e−γlω2k · eγlCh2

≤ e−γlω2k(1 + Clh2)

= |ν|γl(1 + Clh2).

Here and in the following, the constants C at each step are not necessarily the same. Moreover,

recalling that z = (ω2 + iaω)k, we have

|z| ≤

Cω2h, β ≥ 0,

C|ω|h, β < 0,
and |µ+ z| ≤

Cω6h5, β ≥ 0,

C|ω|5h5, β < 0.

From Lemmas 3.3.2 and 3.3.3, we have

|Ê(n)| ≤ ∥Ē(n)∥ = ∥RnĒ(0) +
n−1∑
l=0

Rlε̄(n−1−l)∥

≤ ∥Rn∥ · ∥Ē(0)∥+
n−1∑
l=0

∥Rl∥ · |ε(n−1−l)|

≤ CeγnRe(µ)∥Ē(0)∥+ C
12

25

(
20

3
|z|5 + |µ+ z||e−4z|

)
|v̂(0)|

n−1∑
l=0

eγlRe(µ)|ν|n−1−l

≤ CeγnRe(µ)∥Ē(0)∥+ C

(
20

3
|z|5 + |µ+ z|

)
|v̂(0)|

n−1∑
l=0

|ν|γl+n−1−l(1 + Clh2)

≤ CeγnRe(µ)∥Ē(0)∥+ C|ω|χ5h5|v̂(0)||ν|γ̄(n−1)
n−1∑
l=0

(1 + Clh2)

≤ CeγnRe(µ)∥Ē(0)∥+ C|ω|χ5h5|v̂(0)||ν|γ̄(n−1)n

≤ CeγnRe(µ) max
0≤l≤3

|Ê(l)|+ C|ω|χ5h5|v̂(0)| |ν|
γ̄(n−1)

h

= CeγnRe(µ) max
0≤l≤3

|Ê(l)|+ Ch4|ω|χ5 |ν|γ̄(n−1)|v̂(0)|.

Remark 3.3.1. Theorem 3.3.4 shows that the high-frequency error of BDF4 decays exponentially,

while the low-frequency error involves the error from the three steps of initialization, and a fourth-

order component.

Remark 3.3.2. For one step iteration, we have |Ê(n)| ≤ ∥Ē(n−3)∥ = ∥RĒ(n−4) + ε(n−4)∥. From

the proof of Theorem 3.3.4, we see that, for n ≥ 4, the local error of BDF4 satisfies

|Ê(n)| ≤ C2e
γRe(µ) max

1≤l≤4
|Ê(n−l)|+ C3h

5|ω|χ5 |ν|n−4|v̂(0)| (3.29)

in the low-frequency region, which is what we would expect for the local error.
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Remark 3.3.3. We study the convergence behavior of BDF4 time stepping in particular, but it is

easy to see that the proof process does not rely on the order of the BDF method, and the conclusions

can be similarly extended to other methods in the BDF family. In general, for the p-th order BDF

method with p ≤ 6, we have

|Ê(n)| ≤ C1e
−γn max

0≤l≤p−1
|V̂ (l)|1{ 1

2
≤β≤βmax}

+

(
C2e

γnRe(µ) max
0≤l≤p−1

|Ê(l)|+ C3h
p|ω|χp+1 |ν|γ̄(n−1)|v̂(0)|

)
1{β< 1

2
,ω=0},

and the low-frequency local error applying one step of the p-th order BDF method satisfies

|Ê(n)| ≤ C2e
γRe(µ) max

1≤l≤p
|Ê(n−l)|+ C3h

p+1|ω|χp+1 |ν|n−p|v̂(0)|,

for n ≥ p, where χp+1 = (p + 1)(1 +H(β)). For example, the low-frequency error applying BDF3

converges as O(h3|ω|χ4 |ν|γ̄(n−1)|v̂(0)|) globally, and as O(h4|ω|χ4 ||ν|n−3v̂(0)|) locally, assuming that

BDF3 is initialized with the exact solutions.

3.4 Initializing BDF4

Third order methods are sufficient to initialize the first three time steps in order to obtain global

fourth-order convergence. We propose to initialize BDF4 with a classic third-order explicit Runge-

Kutta method (RK3) for the first two time steps, and a third order backward differentiation formula

(BDF3) for the third time step (denoted as 2RK3-BDF3-BDF4 in the following). In this section,

we carry out an analysis of such initialization scheme for BDF4.

BDF3 for solving the third time step follows the update rule

11
6 V

(3)
j − 3V

(2)
j + 3

2V
(1)
j − 1

3V
(0)
j

k
= DhV

(3)
j . (3.30)

We have already studied the convergence behavior of BDF methods in the preceding section. The

RK3 method used in the first two steps is given by the Butcher tableau

0 0 0 0

1/2 1/2 0 0

1 −1 2 0

1/6 2/3 1/6

.

We study its convergence in the following subsection.
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3.4.1 Fourier analysis of RK3 applied to nonsmooth data

Recall that the semi-discrete ODE system we are solving is
dVj

dt = DhVj . Without loss of generality,

we consider applying RK3 to the first time step and compute the solution at xj by computing

f1 = DhV
(0)
j ,

f2 = Dh

(
V

(0)
j +

k

2
f1

)
,

f3 = Dh(V
(0)
j − kf1 + 2kf2),

and

V
(1)
j = V

(0)
j +

k

6
(f1 + 4f2 + f3) = V

(0)
j + kDhV

(0)
j +

k2

2
D2

hV
(0)
j +

k3

6
D3

hV
(0)
j .

Defining the operator

Kk,h ≡ 1 + kDh +
k2

2
D2

h +
k3

6
D3

h,

one step of RK3 is simply

V
(1)
j = Kk,hV

(0)
j . (3.31)

We see that Kk,hV
(0)
j is similar to a truncated Taylor expansion of v(k, xj) around t = 0 with the

time derivatives v̇(0, xj), v̈(0, xj) and
...
v (0, xj) replaced by DhV

(0)
j , D2

hV
(0)
j and D3

hV
(0)
j , respectively.

If the initial data V (0) were smooth enough in space, since ∂v
∂t = ∂2v

∂x2 − a ∂v
∂x , then DhV

(0)
j , D2

hV
(0)
j

and D3
hV

(0)
j would simply be the fourth-order FD approximations of v̇(0, xj), v̈(0, xj) and

...
v (0, xj),

respectively. Hence, V
(1)
j = Kk,hV

(0)
j would be a fourth-order approximation of first time step

solution v(k, xj).

For nonsmooth initial conditions, the convergence order analysis is more involved. We study

this through the analysis of the Fourier transform of Kk,h. The Fourier transform F(Dh) of Dh

is straightforward; see Section 3.3. To derive F(D2
h) and F(D3

h), we note that Dh = D2
4 − aD4,

D2
h = D4

4−aD2
4D4−aD4D

2
4+a

2D4D4, and D3
h = D6

4−a(D4
4D4+D

2
4D4D

2
4+D4D

4
4)+a

2(D2
4D4D4+

D4D
2
4D4 +D4D4D

2
4)− a3D4D4D4, which give the relations

D2
hVj =

(
1

h4
D(2,0) − a

1

h3
D(2,1) + a2

1

h2
D(2,2)

)T

Vj−4:j+4,

and

D3
hVj =

(
1

h6
D(3,0) − a

1

h5
D(3,1) + a2

1

h4
D(3,2) − a3

1

h3
D(3,3)

)T

Vj−6:j+6,
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where D(i,j) are column vectors with entries given in the tables

D(2,0) 1
144

−32
144

316
144

−992
144

1414
144

−992
144

316
144

−32
144

1
144

D(2,1) −1
72

24
72

−158
72

248
72 0 −248

72
158
72

−24
72

1
72

D(2,2) 1
144

−16
144

64
144

16
144

−130
144

16
144

64
144

−16
144

1
144

and

D(3,0) −1
1728

48
1728

−858
1728

7024
1728

−27279
1728

58464
1728

−74796
1728

58464
1728

−27292
1728

7024
1728

−858
1728

48
1728

−1
1728

D(3,1) 1
576

−40
576

572
576

−3512
576

9093
576

−9744
576 0 9744

576
−9093
576

3512
576

−572
576

40
576

−1
576

D(3,2) −1
576

32
576

−350
576

1504
576

−1791
576

−1536
576

4284
576

−1536
576

−1791
576

1504
576

−350
576

32
576

−1
576

D(3,3) 1
1728

−24
1728

192
1728

−488
1728

−387
1728

1584
1728 0 −1584

1728
387
1728

499
1728

−192
1728

24
1728

−1
1728

where the notation Vj1:j2 denotes the slice of the vector V . Therefore, we get

F [Dh](ω) =− cos(2θ)− 16 cos θ + 15

6h2
− ia

8 sin(θ)− sin(2θ)

6h
,

F [D2
h](ω) =

707 + cos(4θ)− 32 cos(3θ) + 316 cos(2θ)− 992 cos θ

72h4

+a2
−65 + cos(4θ)− 16 cos(3θ) + 64 cos(2θ) + 16 cos θ

72h2

−iasin(4θ)− 24 sin(3θ) + 158 sin(2θ)− 248 sin(θ)

36h3
,

F [D3
h](ω) =

−37398−cos(6θ)+48 cos(5θ)−858 cos(4θ)+7024 cos(3θ)−27279 cos(2θ)+58464 cos θ

864h6

+a2
2142−cos(6θ)+32 cos(5θ)−350 cos(4θ)+1504 cos(3θ)−1791 cos(2θ)−1536 cos θ

288h4

−ia− sin(6θ) + 40 sin(5θ)− 572 sin(4θ) + 3512 sin(3θ)− 9093 sin(2θ) + 9744 sin(θ)

288h5

−ia3− sin(6θ) + 24 sin(5θ)− 192 sin(4θ) + 488 sin(3θ) + 387 sin(2θ)− 1584 sin(θ)

864h3
,

where we recall that θ = ωh. The RK3 iteration for the first time step in the frequency domain is

V̂ (1)(ω) =

(
1 + kF [Dh](ω) +

k2

2
F [D2

h](ω) +
k3

6
F [D3

h](ω)

)
V̂ (0)(ω).

Similar to the discussion in the previous section, we study the convergence of one RK3 iteration

for different magnitudes of ω with respect to h. Applying Maclaurin series expansion to F [Dh](ω),
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F [D2
h](ω) and F [D3

h](ω), we have

F [Dh](ω) = −(ω2 + iaω) +
1

90
(ω6 + i3aω5)h4 + · · · ,

F [D2
h](ω) = (ω4 − 1

45
ω8h4 + · · · )− a2(ω2 − 1

15
ω6h4 + · · · )− ia(−2ω3 +

4

45
ω7h4 + · · · )

= (ω2 + iaω)2 +
1

45
(−ω8 + 3a2ω6 − i4aω7)h4 + · · · ,

F [D3
h](ω) = (−ω6 +

1

30
ω10h4 + · · · ) + a2(3ω4 − 7

30
ω8h4 + · · · )

− ia(3ω5 − 1

6
ω9h4 + · · · ) + ia3(ω3 − 1

10
ω7h4 + · · · )

= −(ω2 + iaw)3 +
1

30
(ω10 − 7a2ω8 + i5aω9 − i3a3ω7)h4 + · · · .

The results match our expectation by noticing that the exact frequency satisfies

∂n

∂tn
v̂(t, ω) = (−1)n(ω2 + iaω)nv̂(t, ω),

and

v̂(t1, ω) =e
−(ω2+iaω)kv̂(t0, ω)

=

(
1− (ω2 + iaω)k +

k2

2
(ω2 + iaω)2 − k3

6
(ω2 + iaω)3 + . . .

)
v̂(t0, ω).

Given V̂ (0)(ω) = v̂(t0, ω) + Ê(0)(ω), where Ê(0) is the frequency error at the initial time step,

which is intrinsic to the initial condition discretization, we see that the error in V̂ (1) from one RK3

iteration is simply

Ê(1) = V̂ (1) − v̂(t1)

=

(
1 + kF [Dh](ω) +

k2

2
F [D2

h](ω) +
k3

6
F [D3

h](ω)

)
Ê(0) + (−1)j+1

∞∑
j=4

(ω2k + iaωk)j

j!
v̂(t0)

+

{
1

90

(
(ω6 + i3aω5)k + (−ω8 + 3a2ω6 − i4aω7)k2 +

1

2
(ω10 − 7a2ω8 + i5aω9−i3a3ω7)k3

)
h4

+ · · ·
}
v̂(t0).

(3.32)

The error behaves differently in the high- and low-frequency regimes. We discuss this below. Recall

that k = dh ∼ h.

1. First consider the case |ω| = h−β with β < 1
2 , i.e. ω

2h → 0 as h → 0. We see from (3.32)

that the error Ê(1) from one step of RK3 is comprised of Ê(0) multiplied by a constant order

coefficient, plus the remaining O(|ω|χ4h4) terms. Therefore, we have

|V̂ (1) − v̂(t1)| ≤ C ′
1|Ê(0)|+ C ′

2|ω|χ4h4|v̂(t0)|, (3.33)
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where C ′
i and C ′

2 are some positive constants. Since Ê(0) is multiplied by a constant order

coefficient, it cannot be eliminated by RK3 time stepping. This explains why smoothing is

necessary so that Ê(0) is of high order as well.

2. Consider |ω| = h−β with 1
2 ≤ β ≤ βmax, i.e. ω2h ̸→ 0 as h → 0. We see from (3.32)

that the error V̂ (1) − v̂(t1) ̸→ 0 as h → 0. Therefore, RK3 time stepping is not convergent

in the high-frequency region ω = h−β with 1
2 ≤ β ≤ βmax, which lies exactly in the high-

frequency exponential damping region of BDF4 scheme starting from the fourth time step,

see Equation (3.28). As a result, even though RK3 is not convergent in a single time step in

the high-frequency domain, the combination of RK3 as the initialization scheme and BDF4

for the general steps gives the expected O(|ω|χ4h4) order of convergence.

Therefore, in summary, one step of RK3 time stepping gives

|Ê(n)| ≤ (nonconvergent error) · 1{ 1
2
≤β≤βmax} +

(
C ′
1|Ê(n−1)|+ C ′

2h
4|ω|χ4 |v̂(tn−1)|

)
1{β< 1

2
,ω=0}.

(3.34)

Remark 3.4.1. Relation (3.34) shows that the high-frequency error of RK3 is not convergent, while

the low-frequency error involves the error from the previous step and a fourth-order component.

Combining RK3 and BDF4 (or any BDF method), the nonconvergent error of RK3 in the high-

frequency domain is damped exponentially by BDF.

In the low-frequency region, given Ê(0), with two steps of RK3 initialization scheme, we have

|Ê(1)| ≤ C ′
1|Ê(0)|+ C ′

2|ω|χ4h4|v̂(t0)|,

|Ê(2)| ≤ C ′
1|Ê(1)|+ C ′

2|ω|χ4h4|v̂(t1)| ≤ C ′
3|Ê(0)|+ |ω|χ4h4(C ′

4|v̂(t0)|+ C ′
5|v̂(t1)|),

where C ′
i for i = 1, . . . , 5 are positive constants, and with BDF3 at the third time step, using the

results from Remark 3.3.3, we have

|Ê(3)| ≤ C2 max
0≤j≤2

|Ê(j)|+ C3h
4|ω|χ4 |v̂(0)|.

We see that the final convergence behavior is determined by the accuracy of Ê(0), which also needs

to be of high order. We discuss this in the next section.

Remark 3.4.2. We note that implicit schemes are usually the methods of choice when the initial

condition is nonsmooth. For example, we have also implemented a third-order fully implicit Runge-

Kutta method, the Radau IIA method [27], as the start up method for BDF steps and obtained

the expected fourth-order convergence. An interesting contribution of this chapter is to show that,

contrary to the common practices, an explicit Runge-Kutta method can also be applied as the start

up scheme, when combined with BDF methods. Compared to implicit Runge-Kutta methods, ex-

plicit methods are cheaper and easier to implement. When the condition number of the discretized

PDEs are extremely large, such as in chemical reactions problems, implicit methods may be more

appropriate, but they are not the focus of this thesis.
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V
(0)
j Dirac delta Heaviside Ramp

j < −3 0 0 0

j = −3 (α−1)3

36h − (α−1)4

144
(α−1)5h

720

j = −2 − (11α3−30α2+24α−4)
36h

(11α4−40α3+48α2−16−4)
144

(−11α5+50α4−80α3+40α2+20α−20)h
720

j = −1 (14α3−27α2+15)
18h

(−7α4+18α3−30α+18)
36

(14α5−45α4+150α2−180α+51)h
360

j = 0 (−14α3+15α2+12α+2)
18h

(7α4−10α3−12α2−4α+37)
36 − (14α5−25α4−40α3−20α2+370α−350)h

360

j = 1 − (−11α3+3α2+3α+1)
36h

(−11α4+4α3+6α2+4α+145)
144 − (−11α5+5α4+10α3+10α2+725α−1439)h

720

j = 2 − α3

36h
α4+144

144 − (α5+720α−2160)h
720

j > 2 0 1 (j + 1− α)h

Table 3.1: Fourth-order smoothed discrete Dirac delta, Heaviside and ramp initial conditions

3.5 High-order smoothing of the initial conditions

Due to the nonsmoothness in the Dirac delta, Heaviside and ramp initial conditions, to achieve

global fourth-order convergence, we still need to make sure that the initial condition is discretized

to a high-order in the frequency domain. In this chapter, we perform initial condition smoothing

using the smoothing operator suggested in [31]. In particular, a fourth-order smoothing operator

Φ4 is given by the inverse Fourier transform of

Φ̂4(ω) =

(
sin(ω/2)

ω/2

)4 [
1 +

2

3
sin2(ω/2)

]
.

The smoothed initial condition is then computed from

ṽ
(0)
Kreiss(x) =

1

h

∫ 3h

−3h
Φ4(s/h)v(t0, x− s)ds. (3.35)

We calculated explicit formulas for the fourth-order discrete Dirac delta, Heaviside and ramp initial

conditions arising after applying the smoothing operator (3.35), and present them in Table 3.1.

For the derivation of the explicit formulas, and a discussion of smoothing orders other than 4,

see Appendix C.1. Using the smoothed initial condition discretizations given in Table 3.1, we

guarantee that the initial conditions are fourth-order accurate in the frequency domain, and hence,

Ê(0) = O(|ω|ph4) for some positive constant p. Note that an appropriate linear combination of the

smoothed ramp functions gives us the smoothed discretization of the bump function.

Remark 3.5.1. A visualization of the Φ4-smoothed initial conditions can be found in Figure 4.1,

where alternative smoothings are derived.
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3.6 Solution error analysis

Now that we have analyzed the solution behavior in the Fourier frequency domain, we can perform

inverse Fourier transform to recover the actual solution error. Assume that the initial conditions

are already smoothed to high-order in the frequency domain, such that |Ê(0)| = O(|ω|ph4) for some

positive constant p. For the Dirac delta initial condition, we have

E(n)(xj) =
1

2π

∫ π
h

−π
h

Ê(n)(ω)eiωxjdω

≤ 1

2π

∫ π
h

−π
h

C1e
−γn max

0≤l≤3
|V̂ (l)|1{ 1

2
≤β≤βmax}e

iωxjdω

+
1

2π

∫ π
h

−π
h

(
C2e

γnRe(µ) max
0≤l≤3

|Ê(l)|+ C3h
4|ω|χ5 |ν|γ̄(n−1)|V̂ (0)|

)
1{β< 1

2
,ω=0}e

iωxjdω

=C1e
−γn cos(πxj/h)− cos(xj/

√
h)

iπxj
max
0≤l≤3

|V̂ (l)|

+ C2
1

2π

∫ √
1
h

−
√

1
h

eγnRe(µ) max
0≤l≤3

|Ê(l)|eiωxjdω + C3
1

2π

∫ √
1
h

−
√

1
h

h4|ω|χ5 |ν|γ̄(n−1)|V̂ (0)|eiωxjdω

≤C1e
−γn max

0≤l≤3
|V̂ (l)|+C2h

4

∫ √
1
h

−
√

1
h

|ω|peγnRe(µ)eiωxjdω+C3h
4|V̂ (0)|

∫ √
1
h

−
√

1
h

|ω|χ5e−γ̄ω2(n−1)keiωxjdω

≈C1e
−γn max

0≤l≤3
|V̂ (l)|+

(
C2

∫ ∞

−∞
|ω|peγnRe(µ)eiωxjdω+C3|V̂ (0)|

∫ ∞

−∞
|ω|χ5e−γ̄ω2(n−1)keiωxjdω

)
h4

≤C1e
−γn max

0≤l≤3
|V̂ (l)|+ (C2 + C3|V̂ (0)|)h4,

where the constants Cj with the same index are not necessarily equal. From the derivation, we see

that fourth-order convergence is obtained if the discretized initial condition is smoothed to fourth-

order. For the Heaviside and ramp initial conditions, a minor difference is that inverse Fourier

transform does not directly give the solution. Instead, we have

e−ηxjE(n)(xj) =
1

2π

∫ π
h

−π
h

Ê(n)(ω)eiωxjdω,

which gives

E(n)(xj) ≤ eηxjC1e
−γn max

0≤l≤3
|V̂ (l)|+ eηxj (C2 + C3|V̂ (0)|)h4.

We see that the solution error contains an error from the initial steps which is damped exponentially,

and a term which is O(h4).



Chapter 4

Novel high-order smoothing

techniques

In the previous chapter, we developed a high-order time stepping method for parabolic PDEs

with nonsmooth initial conditions. To achieve the final fourth-order convergence, we applied a

convolution-type fourth-order smoothing to the initial condition. However, this smoothing method

as presented in [31] has certain limitations that cause difficulties when applied to initial conditions

with nonsmooth points too close to the boundary, or when dealing with nonuniform grids. In

this chapter, we present novel smoothing techniques that cancel out the low-order terms of the

quantization errors in the Fourier domain arising from discretization. These techniques usually

require fewer points to be smoothed than the convolution-type smoothings used in Chapter 3, and

can be flexibly applied even when the nonsmooth point is very close to the boundary. Furthermore,

we extend the smoothing procedure to nonuniform grids. Moreover, with an additive approach, we

develop smoothing formulas for more general nonsmooth but piece-wise smooth functions.

Consider again the model convection-diffusion PDE (3.1) under initial condition

v(0, x) = g(x).

Following [31], we assume that g is a tempered distribution such that its Fourier transform ĝ is

locally integrable and satisfies a growth condition

|ĝ(ω)| ≤ C(|ω|+ 1)β, (4.1)

where β is some real number, and C is a positive constant. It has been shown in [31] that an

approximate solution obtained from a suitable order-χ explicit difference method can be O(hχ) ac-

curate only when the initial condition ĝ is smooth enough such that g satisfies the growth condition

(4.1) with β < −χ− 3.

Under nonsmooth initial conditions such as the Dirac delta, Heaviside, and ramp functions,

the smoothness requirement on β is usually not satisfied. Hence, a difference operator may falsely

propagate the large high-frequency components in the initial condition and cause spurious oscil-

lations in the approximate solution around the nonsmooth point, leading to a degenerated order

of accuracy. This behaviour is well investigated for the Crank-Nicolson (CN) method. Although

58
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the second-order CN is well known to be unconditionally (as far as time stepsize is concerned)

stable in L2-norm, the convergence order may be less than two for nonsmooth initial data, and the

point-wise error can be even worse as in the case of spurious oscillations. It was first suggested

in [44] to restore the second-order convergence by replacing the first CN step with two backward

Euler steps, often referred to as Rannacher timestepping.

As mentioned in the previous chapter, with the CN time-stepping (and the diagonal Pade

schemes in general), the nonsmoothness in the initial condition causes two sources of errors: the

lower order error in the high-frequency Fourier domain, and the quantization error due to the

placement of the nonsmooth point on the numerical grid. The two sources of errors can be elim-

inated either together or separately. Convolution-type smoothing operators Mh of order χ are

proposed in [31], such that the approximate solution obtained from an explicit difference method

with the smoothed initial conditionMhg is of O(hχ) accuracy. The essential idea is that the Fourier

transform of the smoothing operator Mh is an order-χ approximation of the identity (correcting

quantization error), and can at the same time reduce the high-frequency components in the initial

condition that are falsely propagated by the difference operator (correcting high-frequency error).

Therefore, with such smoothing operators of suitable orders applied to the initial condition, both

the frequency errors and the quantization errors are dealt with together. It is often seen in prac-

tice to combine Rannacher timestepping with the convolution-type smoothing of initial conditions.

However, it is worth pointing out that Rannacher timestepping is not necessary when a convolution-

type smoothing operator of suitable order is applied to the initial data, as also empirically observed

(though not mathematically analyzed) in [15]. One can also deal with the two sources of errors

separately. In the previous chapter, we proposed a fourth-order 2RK3-BDF3-BDF4 time stepping

method that can automatically damp out the high-frequency components in the nonsmooth initial

conditions, due to the stiff-decay property of BDF. The quantization error is handled separately by

using a fourth-order convolution-type smoothing operator suggested in [31]. Some limitations of

such a smoothing operator as presented in [31] include: that the space domain has to be uniformly

discretized; that a fixed number of points on both sides of the singular point have to be smoothed

regardless of the regularity of the nonsmooth function; and that the convolution operation can be

expensive to compute for complicated nonsmooth functions.

It is the objective of this chapter to extend the application of the smoothing operators to more

complicated scenarios that without these restrictions. To this end, we suggest using an additive

modification strategy to perform the smoothing operation. We derive explicit smoothing modi-

fications to the basic types of nonsmoothness exhibited by the Dirac delta, Heaviside, ramp and

quadratic ramp functions, and so on, and then show that any general nonsmoothness on piecewise

analytic functions can be expressed as linear combinations of the basic types of discontinuities.

Therefore, we can calculate the smoothing modifications for very general nonsmooth initial con-

ditions of high complexity, including smoothing on nonuniform grids. Moreover, we derive new

smoothing modifications that can reduce the quantization error alone to any high order, with the

extra flexibility to choose the points of modification, such that the smoothing scheme is able to

deal with the extreme situation where the nonsmooth point is located very close to the boundary.

This chapter is organized as follows. In Section 4.1, we introduce the four basic types of

nonsmooth initial conditions. In Section 4.2, we briefly review the existing smoothing technique
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proposed by [31]. In Section 4.3, we derive the semi-discrete Fourier transform of the four discrete

initial conditions, that reveals the low-order quantization errors, and formulate new smoothing

modifications that eliminate the low-order quantization errors. In Section 4.4, we go beyond this

observation and propose smoothing modifications that are exact in the frequency domain, i.e.

eliminating all the quantization errors. In Section 4.5, we apply the additive modification strategy

to derive smoothing modifications to the initial condition discretization on nonuniform grids. In

Section 4.6, we derive a general formula that provides the smoothing modifications for any general

nonsmoothness, including discretization on nonuniform grids.

4.1 Preliminaries

We investigate four basic types of nonsmooth initial conditions. In addition to the Dirac delta

function δ(x) given by (3.2), the Heaviside function H(x) given by (3.3), and the ramp function

C(x) given by (3.4), we also consider the quadratic ramp function

v(0, x) = Q(x) ≡ x2

2
H(x). (4.2)

We show later that an appropriate linear combination of each of the four basic functions gives an

approximation to more general singularities around a point.

The numerical solution is computed on a grid {xj}, for j = . . . ,−1, 0, 1, . . ., with grid stepsizes

hj ≡ xj − xj−1 and x−1 < 0 ≤ x0. The nonsmooth point xK is fixed at x = 0 and does not

necessarily lie exactly on a grid point1. To accommodate this, we introduce a parameter α ∈ (0, 1]

such that α ≡ 1− x0
x0−x−1

. We see that α = 1 corresponds to the case where the nonsmooth point

lies exactly at the grid point x0. On a general grid {xj}, the delta function can be discretized as

δα(xj) ≡


1
h0
1α< 1

2
, j = −1,

1
h0
(1− 1α< 1

2
), j = 0,

0, else,

(4.3)

where 1α< 1
2
is the indicator function that is 1 when α < 1

2 , and 0 otherwise. The discretization of

(3.3), (3.4) and (4.2) can be simply sampled from the continuous respective functions so that

Hα(xj) ≡

1, j ≥ 0,

0, else,
(4.4)

Cα(xj) ≡ xjHα(xj), (4.5)

Qα(xj) ≡
x2j
2
Hα(xj).. (4.6)

As shown in Chapter 3, discretizations of nonsmooth initial conditions may lead to deterioration

of the convergence rate of a high order method, due to two issues: (a) the nonnegligible high-

frequency components in the initial conditions may be falsely propagated to later time steps, and

1Note that that the subscript K in xK is not an index, but a notation to distinguish the nonsmooth point.
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(b) the representation of the exact initial conditions in the frequency domain is of low order. The

latter is partly related to the alignment of the nonsmooth point on the grid as we show later.

4.2 Review of the smoothing technique in [31]

To solve the two problems, a convolution-type smoothing scheme was proposed in [31], in which

they define the operators Mh on a uniform grid of stepsize h to be such that

Mhg = Φh ∗ g, Φh(x) = h−1Φ(h−1x)

where ∗ denotes convolution operation, Φ is a tempered distribution on R such that Φ is bounded,

and

Φ̂(ω) = 1 +O(ωχ), as ω → 0, (4.7)

which implies that Mh approximates the identity with order χ, while

Φ̂(ω) = O(|ω − 2jπ|χ), as ω → 2jπ, (4.8)

uniformly for integers j, which implies that high-frequency components in ĝ get reduced by Mh.

The fourth-order smoothing operator given by (3.35) is a particular example that satisfies these con-

ditions. For a discussion of smoothing operatorsMχ
h with orders χ other than 4, see Appendix C.1.

In the following, we relate the discretization of the initial conditions and their representations

in the Fourier domain. We show in detail the Fourier transforms of the discrete nonsmooth initial

conditions (4.3), (4.4), (4.5) and (4.6), and reveal the problems with such discretizations. We then

propose alternative discretization schemes, which, together with high-order time stepping and space

discretization as in Chapter 3, can be used to solve the model convection-diffusion (3.1) to a high

order. We mostly focus our discussion on the basic initial conditions: the Dirac delta, Heaviside,

ramp and quadratic ramp functions, and later use linear combinations of these initial conditions to

represent more complicated nonsmooth functions.

4.3 Fourier analysis and smoothing modifications of the discrete

initial conditions

To see why the discretizations (4.3), (4.4), (4.5) and (4.6) lead to low-order errors in the frequency

domain, we apply semi-discrete Fourier transform to the initial conditions, and compare them with

the Fourier transform of the exact continuous initial conditions. We first study the solution on a

uniform grid, i.e., when hj = h for all j, where h is the uniform spatial stepsize. From the definition

of α, the grid points are xj = (j + (1− α))h.
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4.3.1 Fourier transform of the discrete initial conditions

For the discrete Dirac delta function (4.3), its semi-discrete Fourier transform is

v̂
(0)
δ,h,α(ω) ≡ h

∞∑
j=−∞

e−iωxjδα(xj) = eiαωh1α< 1
2
+ e−i(1−α)ωh(1− 1α< 1

2
).

Applying Taylor expansion to eiαωh and e−i(1−α)ωh, and using the fact that v̂
(0)
δ = 1, we obtain

v̂
(0)
δ,h,α(ω) = v̂δ(t = 0) +

(
iαωh− α2

2
ω2h2 − i

α3

6
ω3h3 +

α4

24
ω4h4 +O(ω5h5)

)
1α< 1

2

+

(
−i(1− α)ωh− (1− α)2

2
ω2h2 + i

(1− α)3

6
ω3h3 +

(1− α)4

24
ω4h4 +O(ω5h5)

)
1α≥ 1

2
.

(4.9)

We see from (4.9) that the discrete delta function (4.3) is a first-order approximation to the true

delta function in the frequency domain. When aligning the nonsmooth point x = 0 with a grid

point, i.e. α = 1, the semi-discrete Fourier representation is accurate to a high order. Moreover,

we see that the presence of the indicator functions in the discretization (4.3) always results in

coefficient of the dominant error term in (4.9) that are less than 1
2 .

Different from the Dirac delta function, the Fourier transforms of the Heaviside, ramp and

quadratic ramp functions are not convergent. Even though the Fourier transform does exist in

the distribution sense, the summation of the corresponding semi-discrete Fourier transform is not

convergent. Therefore, instead of applying the Fourier transform directly to H(x), C(x) and Q(x),

we compute the Fourier transform of e−ηxH(x), e−ηxC(x) and e−ηxQ(x) with some real positive

number η > 0. This is the same as the usual Fourier transform but with the frequency being

complex numbers as we demonstrate below.

For the discrete Heaviside function (4.4), its semi-discrete Fourier transform is

v̂
(0)
H,h,α(κ) ≡ h

∞∑
j=−∞

e−iκxjHα(xj) =
he−i(1−α)κh

1− e−iκh
,

where κ = ω − iη. Applying Taylor expansion to e−i(1−α)κh and using the fact that v̂
(0)
H = 1

iκ , we

obtain

v̂
(0)
H,h,α = v̂H(t = 0) +

(
α− 1

2

)
h+ i

1

2

((
α− 1

2

)2

− 1

12

)
κh2 +

α(1− α)(2α− 1)

12
κ2h3 +O(κ3h4).

(4.10)

The details of showing (4.10) are given in Appendix B.2.1.

For the discrete ramp initial condition (4.5), its semi-discrete Fourier transform is

v̂
(0)
C,h,α ≡ h

∞∑
j=−∞

e−iκxj max(xj , 0) = h2e−iκ(1−α)h

(
1

(1− e−iκh)2
− α

1− e−iκh

)
.
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Applying Taylor expansion, we get

v̂
(0)
C,h,α = v̂C(t = 0)− 1

2

(
α2 − α+

1

6

)
h2 + i

1

6
α(1− α)(2α− 1)κh3 +O(κ2h4). (4.11)

The details of showing (4.11) are given in Appendix B.2.2. We see that for both the discrete

Heaviside and ramp functions, aligning the nonsmooth point x = 0 with a grid point, i.e. α = 1,

introduces lower-order error terms in the Fourier transform.

For the discrete quadratic ramp initial condition (4.6), its semi-discrete Fourier transform is

v̂
(0)
Q,h,α ≡ h

∞∑
j=−∞

e−iκxj
x2j
2
Hα(xj) =

h3

2

e−iκ(1−α)h

(1− e−iκh)3

(
(1− α)2 − (2α2 − 2α− 1)e−iκh + α2e−i2κh

)
.

Applying Taylor expansion, we get

v̂
(0)
Q,h,α = v̂Q(t = 0) +

α

12

(
2α2 − 3α+ 1

)
h3 + i

α2

8

(
α2 − 2α+ 1

)
κh4 +O(κ2h5). (4.12)

The details of showing (4.12) are given in Appendix B.2.3.

4.3.2 Smoothing modifications of the discrete initial conditions

In this section, we derive explicit modifications to the discrete initial conditions (4.3), (4.4),

(4.5) and (4.6), so that their Fourier transforms are fourth-order accurate. For demonstration,

consider the discretized Dirac delta function (4.3). We add modifications c
[4]
δ,−2, c

[4]
δ,−1, c

[4]
δ,0, c

[4]
δ,1 to

δα(x−2), δα(x−1), δα(x0), δα(x1), respectively, to apply high-order smoothing, where the superscript

“[4]” implies fourth-order smoothing, and similarly for other numbers. In order to eliminate the

low-order terms in (4.9), we need to have

h

1∑
j=−2

c
[4]
δ,je

−iω(j+(1−α))h

=−
(
iαωh− α2

2
ω2h2 − i

α3

6
ω3h3 +

α4

24
ω4h4 +O(ω5h5)

)
1α< 1

2

−
(
−i(1− α)ωh− (1− α)2

2
ω2h2 + i

(1− α)3

6
ω3h3 +

(1− α)4

24
ω4h4 +O(ω5h5)

)
1α≥ 1

2
.

(4.13)

Applying Taylor expansion to the left-hand side of (4.13) and combining terms, we obtain

h
1∑

j=−2

c
[4]
δ,je

−iω(j+(1−α))h = (c
[4]
δ,−2 + c

[4]
δ,−1 + c

[4]
δ,0 + c

[4]
δ,1)h

+ i((1 + α)c
[4]
δ,−2 + αc

[4]
δ,−1 − (1− α)c

[4]
δ,0 − (2− α)c

[4]
δ,1)ωh

2

+

(
−(1 + α)2

2
c
[4]
δ,−2 −

α2

2
c
[4]
δ,−1 −

(1− α)2

2
c
[4]
δ,0 −

(2− α)2

2
c
[4]
δ,1

)
ω2h3

+ i

(
−(1 + α)3

6
c
[4]
δ,−2 −

α3

6
c
[4]
δ,−1 +

(1− α)3

6
c
[4]
δ,0 +

(2− α)3

6
c
[4]
δ,1

)
ω3h4 +O(ω5h5).

(4.14)
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To match the terms between the right-hand sides of (4.13) and (4.14), we need

c
[4]
δ,−2 + c

[4]
δ,−1 + c

[4]
δ,0 + c

[4]
δ,1 = 0,

(1 + α)c
[4]
δ,−2 + αc

[4]
δ,−1 − (1− α)c

[4]
δ,0 − (2− α)c

[4]
δ,1 = 1

h(−α1α<0.5 + (1− α)1α≥0.5),

− (1+α)2

2 c
[4]
δ,−2 −

α2

2 c
[4]
δ,−1 −

(1−α)2

2 c
[4]
δ,0 −

(2−α)2

2 c
[4]
δ,1 = 1

2h(α
2
1α<0.5 + (1− α)21α≥0.5),

− (1+α)3

6 c
[4]
δ,−2 −

α3

6 c
[4]
δ,−1 +

(1−α)3

6 c
[4]
δ,0 +

(2−α)3

6 c
[4]
δ,1 = 1

6h(α
3
1α<0.5 − (1− α)31α≥0.5).

Solving the equations for c
[4]
δ,−2, c

[4]
δ,−1, c

[4]
δ,0 and c

[4]
δ,1, we get

c
[4]
δ,−2 = − 1

6h(α
3 − 3α2 + 2α),

c
[4]
δ,−1 = 1

2h(α
3 − 2α2 − α) + 1

h1α≥0.5,

c
[4]
δ,0 = 1

2h(−α
3 + α2 + 2α)− 1

h1α≥0.5,

c
[4]
δ,1 = 1

6h(α
3 − α).

Let c
[4]
δ,j = 0 for j ≥ 2 and j ≤ −3. We obtain a fourth-order smoothed discretization of the delta

initial condition

δ[4]α (xj) ≡ δα(xj) + c
[4]
δ,j , (4.15)

and in the Fourier domain

δ̂[4]α = v̂δ(t = 0) + C4ω4h4 +O(ω5h5), with C4 =
α(α2 − 1)(2− α)

24
.

Note that c
[4]
δ,j = c

[4]
δ,j(α) is a function of α. Moreover, the final smoothed discretization δ̂

[4]
α for

α < 0.5 and α ≥ 0.5 are the same, and with the same leading order coefficient C4 in the frequency

error. Therefore, in the following, we drop the indicator function and always let δα(x−1) =
1
h0
, that

is,

δα(xj) ≡

 1
h0
, j = −1,

0, else.
(4.16)

From now on, we use (4.16) instead of (4.3) for the discretization of the delta function. Another

point to note is that with fourth-order smoothing, the coefficient of O(ω4h4) is dependent on the

alignment α. Hence, we may not see stable fourth-order convergence with grid refinements. To

obtain stable fourth-order convergence, we just need to modify one more grid value, e.g. at x2, and

apply fifth-order smoothing; see Appendix C.

It is worth mentioning that the points of modification are not unique. Varying the points of

modification changes the magnitude of the constant coefficient in front of leading order term. It

is usually the best to center the singularity around the smoothing points so that the constant

is small. Moving the smoothing points away from the singularity makes the coefficient larger.

Applying smoothing to the points that are too far away from the singularity is not advisable, since



CHAPTER 4. NOVEL HIGH-ORDER SMOOTHING TECHNIQUES 65

c
[4]
δ,j x−3 : x0 x−2 : x1 x−1 : x2 x0 : x3

j < −3 0 0 0 0

j = −3 −α3+α
6h 0 0 0

j = −2 α3+α2−2α
2h

−α3+3α2−2α
6h 0 0

j = −1 −α3−2α2+α
2h

α3−2α2−α
2h

−α3+6α2−11α
6h 0

j = 0 α3+3α2+2α
6h

−α3+α2+2α
2h

α3−5α2+6α
2h

−α3+9α2−26α
6h

j = 1 0 α3−α
6h

−α3+4α2−3α
2h

α3−8α2+19α
2h

j = 2 0 0 α3−3α2+2α
6h

−α3+7α2−14α
2h

j = 3 0 0 0 α3−6α2+11α
6h

j > 3 0 0 0 0

C4 −α4+2α3+α2−2α
24

−α4−2α3+α2+2α
24

−α4+6α3−11α2+6α
24

−α4+10α3−35α2+50α
24

Table 4.1: Fourth-order smoothing modifications to discrete Dirac delta function (4.16) along
with the leading order coefficient C4 of the O(ω4h4) term of the error in its Fourier transform
representation.

the constant coefficient of the leading order term becomes too large, even though the leading term

is in the correct order. A list of fourth-order smoothing modifications based on (4.16) to different

sets of points around the singularity are given in Table 4.1. The ability to choose different points of

modification gives us more flexibility to perform a smoothing operation regardless of the location of

the singularity. In the extreme case that, for example, the singularity is very near the left boundary,

we can simply let the smoothing points be the neighboring points to the right of (including) the

left boundary.

Following exactly the same procedure to eliminate the low-order terms in (4.10), (4.11) and

(4.12), we can derive the smoothing modifications of the Heaviside, ramp and quadratic ramp func-

tions. We list the results in Tables 4.2 and 4.3. For completeness, the derivation of fourth- and fifth-

order smoothings for the Heaviside, ramp and quadratic ramp functions are given in Appendix C. In

order to visualize the effect of different smoothings for the initial conditions considered, we present

Figure 4.1, where we plot the initial conditions and their smoothed versions.

It is important to highlight that the convolution-type smoothing operator, as expressed in (3.35),

can also be considered as an additive modification applied to the initial conditions. This perspective

provides more flexibility in deriving smoothing procedures for handling general nonsmoothness,

and/or on nonuniform grids, as we will demonstrate later.

4.4 Exact-in-frequency discretization

It is obvious that by modifying more grid values, we can obtain arbitrarily high-order discretization.

A natural question to ask is: Can we eliminate all the low-order terms by modifying all grid values,

so that the discretization is exact in the frequency domain. The answer is Yes! To achieve this,
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c
[4]
H,j x−2 : x0 x−1 : x1 x0 : x2

j < −2 0 0 0

j = −2 −4α3+6α2−1
24 0 0

j = −1 2α3−6α+3
6

−4α3+18α2−24α+9
24 0

j = 0 −4α3−6α2+1
24

2α3−6a2+1
6

−4a3+30α2−72α+31
24

j = 1 0 −4α3+6α2−1
24

2α3−12α2+18α−7
6

j = 2 0 0 −4α3+18α2−24α+9
24

j > 2 0 0 0

C4 i30α
4−60α2+11

720 i30α
4−120α3+120α2−19

720 i30α
4−240α3+660α2−720α+251

720

Table 4.2: Fourth-order smoothing modifications to discrete Heaviside function (4.4) along with the
leading order coefficient C4 of the O(κ3h4) term of the error in its Fourier transform representation.

c
[4]
C,j c

[4]
Q,j

x−1 : x0 x0 : x1 x−1 x0

j < −1 0 0 0 0

j = −1 (1−2α3+6α2−5α)h
12 0 α(−2α2+3α−1)h2

12 0

j = 0 (2α3−α)h
12

(−2α3+12α2−11α+2)h
12 0 α(−2α2+3α−1)h2

12

j = 1 0 (2α3−6α2+5α−1)h
12 0 0

j > 1 0 0 0 0

C4 10α4−20α3+10α−1
240

10α4−60α3+120α2−90α+19
240 iα

2(1−α2)
24 iα(1−α)2(2−α)

24

Table 4.3: Fourth-order smoothing modifications to discrete ramp and quadratic ramp functions
(4.5), (4.6) along with the leading order coefficient C4 of the O(κ2h4) and O(κh4) terms of the
errors, in their Fourier transform representations.
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(a) Delta (b) Heaviside

(c) Ramp (d) Quadratic ramp

Figure 4.1: Discrete values on the grid points of the Dirac delta, Heaviside, ramp and quadratic
ramp functions connected by broken lines without smoothing (Dirac delta function taken from
(4.16)), in comparison with the respective values of the fourth-order Kreiss smoothing given in
Table 3.1, of our new fourth-order smoothings given in Tables 4.1, 4.2 and 4.3, and of our new
fifth-order smoothings given in Tables C.1, C.2 and C.3.

we need the semidiscrete Fourier transform of the discrete initial condition to be exactly equal to

v̂δ(t = 0) = 1, i.e.

h

∞∑
j=−∞

δje
−iωxj = 1.

Let θ ≡ ωh, and multiply both sides by 1
he

i(1−α)ωh, we get

∞∑
j=−∞

δje
−ijθ =

1

h
ei(1−α)θ.

Therefore, we see that the discrete values δj are the inverse discrete-time Fourier transform (DTFT)

of 1
he

i(1−α)θ, and can be easily computed by

δj =
1

2π

∫ π

−π

ei(1−α)θ

h
eijθdθ =

sin
(πxj

h

)
πxj

.
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Similarly, for the Heaviside function, we need

h
∞∑

j=−∞

(
Hje

−ηxj
)
e−iωxj =

1

iκ
,

which can be re-arranged to get the DTFT form

∞∑
j=−∞

(
Hje

−ηjh
)
e−ijθ =

ei(1−α)κh

iκh
.

Applying inverse DTFT, we get

Hj =
1

2π

∫ π

−π

ei(1−α)κh

iκh
eijθ+ηjhdθ = Hα(xj) + Im

(
Γ(0,−ηxj + i

πxj

h )

π

)
,

where Im(·) means taking the imaginary part, and

Γ(ν, z) =

∫ ∞

z
tν−1e−tdt

is the incomplete Gamma function. Therefore, we see that the infinite smoothing modifications are

c
[∞]
H,j = Im

(
Γ(0,−ηxj + i

πxj

h )

π

)
.

For the ramp function, we similarly get

Cj =
1

2π

∫ π

−π

ei(1−α)κh

−κ2h
eijθ+ηjhdθ = xj

(
Hα(xj)− Im

(
Γ(−1,−ηxj + i

πxj

h )

π

))
.

Therefore, we see that

c
[∞]
C,j = −xjIm

(
Γ(−1,−ηxj + i

πxj

h )

π

)
.

For the quadratic ramp function, we have

Qj =
1

2π

∫ π

−π

ei(1−α)κh

−iκ3h
eijθ+ηjhdθ =

x2j
2

(
Hα(xj) + Im

(
Γ(−2,−ηxj + i

πxj

h )

π

))
,

and

c
[∞]
Q,j =

x2j
2
Im

(
Γ(−2,−ηxj + i

πxj

h )

π

)
.

We present the formulas and leave the study of the results to readers who are pursuing even higher

order methods.
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4.5 Smoothing modifications on nonuniform grids

When the space discretization is nonuniform, the smoothing modification formulas derived above

requires adjustment. Suppose that the nonuniform discretization comes from a smooth, strictly

monotonic mapping ψ : R → R in the parameter space ξ, such that xj = ψ(ξj), where ξj are

uniform discretization points in the parameter space with grid size hξ = ξj+1 − ξj . Without loss

of generality, again assume that the nonsmooth point in the nonuniform grid is at xK = 0 and

ξK ≡ ϕ(xK) is the nonsmooth point in the uniform grid, where we define ϕ ≡ ψ−1. The nonsmooth

point alignment value changes from α in the nonuniform grid to αξ ≡ ξK−ξ−1

ξ0−ξ−1
= ϕ(xK)−ϕ(x−1)

ϕ(x0)−ϕ(x−1)
in

the uniform grid. In this work, we only consider the nonuniform discretization that comes from a

smooth mapping.

Since solving the original problem (3.1) in x-space is equivalent to solving the equation with

variable transformation x = ϕ−1(ξ) = ψ(ξ) in ξ space, rather than calculating the smoothing

modifications on nonuniform grid, it is easier to simply calculate the smoothing modifications on

the transformed initial conditions on a uniform grid under variable transformation.

For the Dirac delta initial condition (4.16), We have

δα(xj) =
hξ
h0

·

 1
hξ
, j = −1

0, else
=

(
hξ
h0

)
· δαξ

(ξj).

Therefore, the ℓth-order smoothing modification for the delta initial condition on the nonuniform

grid {xj} is

δ[ℓ]α (xj) = δα(xj) +
hξ
h0
c
[ℓ]
δ,j(αξ, hξ)

For the Heaviside initial condition, the discretization (4.4) stays the same under variable transfor-

mation. Hence, the ℓth-order smoothing modifications under grid mapping are simply

H [ℓ]
α (xj) = Hα(xj) + c

[ℓ]
H,j(αξ).

The ramp initial condition (4.5) under variable transformation xj = ψ(ξj) becomes

Cα(xj) =

ψ(ξj), j ≥ 0,

0, else.

We have

ψ(ξ) = ψ(ξK) + ψ′(ξK)(ξ − ξK) +
ψ′′(ξK)

2
(ξ − ξK)2 +

ψ′′′(ξK)

6
(ξ − ξK)3 + . . .

= ψ′(ξK)(ξ − ξK) +
ψ′′(ξK)

2
(ξ − ξK)2 +O((ξ − ξK)3),

(4.17)

where we have used the fact that ψ(ξK) = xK = 0. Of the terms in (4.17), the nonsmoothness

arising from the constant, linear and quadratic terms need modifications. Therefore, the ℓth-order
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Figure 4.2: An example function with general nonsmoothness

smoothing modifications are

C [ℓ]
α (xj) = Cα(xj) + ψ′(ξK)c

[ℓ]
C,j(αξ, hξ) + ψ′′(ξK)c

[ℓ]
Q,j(αξ, hξ).

Similarly, for the Q function, we have

1

2
x2 =

1

2
ψ(ξ)2 =

1

2

(
ψ′(ξK)(ξ − ξK) +

ψ′′(ξK)

2
(ξ − ξK)2 +

ψ′′′(ξK)

6
(ξ − ξK)3 + . . .

)2

=
1

2
ψ′(ξK)2(ξ − ξK)2 +O((ξ − ξK)3).

Therefore, the ℓth-order smoothing modifications are

Q[ℓ]
α (xj) = Qα(xj) + ψ′(ξK)2c

[ℓ]
Q,j(αξ, hξ).

Note that when xK ̸= 0, Cα(xj) = ψ(ξj) − ψ(ξK), and Qα(xj) = 1
2(ψ(ξj) − ψ(ξK))2, for j ≥ 0.

Hence, the above derivations still hold.

4.6 Smoothing modifications to general nonsmoothness

The above analysis can also be extended to any general nonsmoothness when the initial conditions

are piecewise analytic aside from the nonsmooth points. Without loss of generality, suppose the

nonsmooth point is at xK = 0. Consider the initial condition that has nonsmoothness as shown in

Figure 4.2, where the amount of jump discontinuity is of size d, and gl(x), gr(x) on the left, right

of the nonsmooth point are both analytic with smooth expansions on both sides of xK . Applying

Taylor expansion to both gl(x) and gr(x) around xK , we get

gl(x) = gl(xK) + g′l(xK)x+
g′′l (xK)

2
x2 +O(x3),

gr(x) = gr(xK) + g′r(xK)x+
g′′r (xK)

2
x2 +O(x3).

The jump discontinuity between gr(xK) and gl(xK) is obvious. The discontinuity between g′r(xK)x

and g′l(xK)x can be expressed as

g′l(xK)x+ (g′r(xK)− g′l(xK))max{x, 0}.
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Similarly, the discontinuity between g′′r (xK)
2 x2 and

g′′l (xK)
2 x2 can be expressed as

g′′l (xK)

2
x2 + (g′′r (xK)− g′′l (xK))Q(x).

Therefore, the ℓth-order smoothing modifications of the general nonsmothness on a uniform grid

are

g[ℓ]α (xj) = g(xj)+ (gr(xK)− gl(xK))c
[ℓ]
H,j(α)+ (g′r(xK)− g′l(xK))c

[ℓ]
C,j(α)+ (g′′r (xK)− g′′l (xK))c

[ℓ]
Q,j(α),

When the space grid is generated from a smooth mapping x = ψ(ξ), since g(x) = g(ψ(ξ)), the

smoothing modifications are simply

g[ℓ]α (xj) = g(xj) + (gr(xK)− gl(xK))c
[ℓ]
H,j(αξ) + (g′r(xK)ψ′(ξK)− g′l(xK)ψ′(ξK))c

[ℓ]
C,j(αξ, hξ)

+ (g′′r (xK)ψ′(ξK)2 + g′r(xK)ψ′′(ξK)− g′′l (xK)ψ′(ξK)2 − g′l(xK)ψ′′(ξK))c
[ℓ]
Q,j(αξ, hξ),

(4.18)

where xK = ψ(ξK) is the nonsmooth point on the nonuniform grid. It is apparent that (4.18)

includes the case of uniform grids when ϕ(x) = x.



Chapter 5

Numerical results

With the analysis and algorithms in place, we present numerical results in this chapter to demon-

strate that we indeed achieve high-order convergence and hence numerically verify the correctness

of our analysis. Although this dissertation is concerned more with option pricing applications, we

develop our algorithms with generic parabolic PDEs in mind. These algorithms can be equally

applied to other areas of interest. We show numerical results for solving simple parabolic PDEs,

typical option pricing problems, as well as other more general parabolic PDEs.

5.1 Applications to free boundary problems and American option

pricing

In this section, we demonstrate the effectiveness of our high-order deferred correction algorithms

for solving free boundary problems with several examples. We begin with a simple one-dimensional

elliptic obstacle problem in Section 5.1.1. We then consider a time-dependent problem in Section

5.1.2. In this problem, the free boundary position xf (t) has first derivative singularity at t = 0,

but the solution itself is smooth everywhere. For both problems, we show that the convergence

rate at each solve phase in Algorithms 1 and 2, respectively, is exactly as predicted. Finally,

in Section 5.1.3, we apply our Algorithm 2 with some additional considerations to the American

option pricing problem. For this problem, both the free boundary and the solution itself have first

derivative singularity at t = 0. The numerical results show the expected convergence rate at each

solve phase. 1

5.1.1 An elliptic obstacle problem

Consider the boundary value problem defined in the LCP form

−f ′′ + f + 1 ≥ 0,

f − f∗ ≥ 0,

(−f ′′ + f + 1 = 0) ∨ (f − f∗ = 0),

(5.1)

1In the figures of this section, we denote M by Nx, and N by Nt.

72
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on the domain x ∈ [−1, 1], where f∗(x) = x, with boundary conditions

f(−1) = −1, f(1) = e− 1.

The exact solution to this problem is the piecewise smooth function

f(x) =

{
ex − 1, 0 < x ≤ 1,

x, −1 ≤ x ≤ 0.

It is obvious that the solution is smooth on both [−1, 0] and [0, 1], separately. At the point x = 0,

the solution satisfies the value matching and smooth pasting conditions, that is,

lim
x→0−

f(x) = lim
x→0+

f(x) = f(0) = 0, and lim
x→0−

f ′(x) = lim
x→0+

f ′(x) = f ′(0) = 1.

However, the solution f(x) has a discontinuous second derivative at x = 0, which means f(x) ∈
C1\C2. To apply Algorithm 1, we write (5.1) in the penalty form

−f ′′ + f + 1− ρmax(f∗ − f, 0) = 0, (5.2)

with Dirichlet boundary conditions at x = −1 and 1, where ρ is a penalty constant, taken to be

ρ = 1× 1012 in the numerical experiments.

We use this example to demonstrate that the four solve phases with deferred corrections in

Algorithm 1 improve the convergence rates as expected. In Table 5.1, we can see that, away from

the free boundary x = 0, the convergence orders at the first, second, third and fourth solves are

2, 3, 4 and 5, respectively. The free boundary approximation also follows the same successive

increase of convergence order, as shown in Table 5.2. To demonstrate the computational efficiency

of our algorithm, we have plotted the log-log graph of the solution errors versus the computational

complexity, represented by grid size in space multiplied by the total number of penalty iterations,

as shown in Figure 5.1. Note that in the first solve phase with no corrections, we only use a rough

initial guess of a constant function f = 1, even though a better initial guess could be chosen. As a

result, the first solve phase requires several penalty iterations to converge and takes up the major

computational cost of the algorithm. In the second to fourth solve phases, only a single iteration

is required for each solve phase, because the solution of the previous solve phase provides a good

initial guess for Newton’s method.

Remark 5.1.1. Note that in both Tables 5.1 and 5.2, we see that fifth-order convergence is obtained

after applying three corrections. We think the reason is that, even though we are using a fourth-

order method, the error from the nonsmoothness of the solution at the free boundary has been

reduced to O(h5) with a large constant coefficient. We conjecture that this error is larger than the

O(h4) error arising from the fourth-order finite difference scheme, thus the convergence appears

to be fifth-order. Furthermore, we remark that, if the two near-boundary points S1 and SM−1 are

discretized by centered second-order finite differences, the fifth-order convergence at the final solve

phase is not observed anymore, and we see fourth-order convergence as expected.
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N
x = 0.2

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

30 7 0.221530668 1.28e-04 - 8 0.221431233 2.85e-05 -
60 12 0.221434987 3.22e-05 1.99 13 0.221396803 5.96e-06 2.26
120 23 0.221410846 8.09e-06 1.99 24 0.221401484 1.27e-06 2.22
240 44 0.221404784 2.03e-06 2.00 45 0.221402568 1.90e-07 2.75
480 86 0.221403265 5.07e-07 2.00 87 0.221402733 2.53e-08 2.91

N
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

30 9 0.221415708 1.29e-05 - 10 0.221400689 2.07e-06 -
60 14 0.221403511 7.53e-07 4.10 15 0.221402701 5.68e-08 5.19
120 25 0.221402801 4.30e-08 4.13 26 0.221402757 1.62e-09 5.13
240 46 0.221402760 2.29e-09 4.23 47 0.221402758 4.77e-11 5.09
480 88 0.221402758 9.83e-11 4.54 89 0.221402758 1.06e-12 5.50

Table 5.1: Convergence results of solutions at point x = 0.2 for each solve phase in Algorithm 1,
when solving the penalized PDE (5.2) of a one-dimensional free boundary obstacle problem with
free boundary at x = 0. Uniform grid spacing is used. Note that “niters” for the second to fourth
solve includes the total number of iterations from all previous solve phases.

N
1st solve 2nd solve 3rd solve 4th solve

error conv error conv error conv error conv

30 1.82e-02 - 2.20e-03 - 2.20e-04 - 1.87e-05 -
60 4.69e-03 1.96 2.51e-04 3.13 1.15e-05 4.26 4.12e-07 5.50
120 1.19e-03 1.98 2.84e-05 3.15 5.85e-07 4.30 6.55e-09 5.97
240 2.97e-04 2.00 2.93e-06 3.28 2.58e-08 4.50 8.38e-11 6.29
480 7.33e-05 2.02 2.17e-07 3.75 1.02e-09 4.67 1.03e-11 3.02

Table 5.2: Convergence results of the free boundary approximation for each solve phase in Algorithm
1, when solving the penalized PDE (5.2) of a one-dimensional free boundary obstacle problem with
the exact free boundary at x = 0. Uniform grid spacing is used.

5.1.2 A simple moving boundary problem

In this second example, we introduce the time variable and consider a time-dependent free boundary

problem. Consider the LCP

ft −
1

2
√
t
f ′′ +

1

2
√
t
≥ 0,

f − f∗ ≥ 0,(
ft −

1

2
√
t
f ′′ +

1

2
√
t
= 0

)
∨ (f − f∗ = 0),

(5.3)
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Figure 5.1: Log-log plot of solution error at point x = 0.2 versus computational complexity (a),
and grid size in space (b), using results of Table 5.1, when solving the penalized PDE (5.2) of a
one-dimensional free boundary obstacle problem. The computational complexity is represented by
the grid size times the total number of penalty iterations.

on the domain (t, x) ∈ [0, 0.5] × [−2, 2], where f∗(t, x) = x. The solution satisfies the Dirichlet

boundary conditions

f(t,−2) = −2, f(t, 2) = e2+
√
t −

√
t− 1,

and the initial condition

f(0, x) =

{
ex − 1, 0 ≤ x ≤ 2,

x, −2 ≤ x < 0.

The exact solution to (5.3) is

f(t, x) =

{
ex+

√
t −

√
t− 1, xf (t) ≤ x ≤ 2,

x, −2 ≤ x < xf (t),

where xf (t) is the moving free boundary

xf (t) = −
√
t.

The value matching and smooth pasting conditions at the free boundary x = xf (t) follow natu-

rally. Again, we see that f(·, x) ∈ C1\C2 on [−2, 2], but it is smooth on [−2, xf (t)] and [xf (t), 2],

separately. To apply Algorithm 2, we write (5.3) in penalty form

ft −
1

2
√
t
f ′′ +

1

2
√
t
− ρmax(f∗ − f, 0) = 0, (5.4)
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where ρ is a penalty constant, taken to be ρ = 1× 108 in the numerical experiments.

Since the free boundary xf (t) = −
√
t, its location changes rapidly near time t = 0. This will

cause a problem in the BDF4 time-stepping scheme because many grid points will cross the free

boundary in the initial time steps (see Section 2.2.4). Hence, BDF4 degenerates to only first-order

convergence due to piecewise smoothness in the solution across the free boundary. To avoid this

situation, we perform a time-variable transformation t = τ2 so that the free boundary changes more

slowly, and fewer points will cross the free boundary in the initial time steps. Although this does

not completely solve the problem, it is accurate enough for the algorithm to achieve high-order

convergence, as shown in the numerical results.

We remark that for this problem, where the free boundary is known to change rapidly near

t = 0, the t = τ2 transformation is effective. For problems for which we do not know when the

free boundary changes rapidly, additional knowledge about the free boundary behavior needs to be

used in order to pick an appropriate time transformation, or we can apply an adaptive time-step

selector, which is left for future research.

To start BDF4, we use the exact solutions for the first three time steps. As described in

Algorithm 2, the initial guess for the first solve of each time step after the first three time steps

comes from the solution of the previous time step, and the initial guess for each subsequent solve

in the same time step comes from the previous solve phase. For this problem, we simply use a

uniform grid in space.

In Table 5.3, we record the convergence results at x = −0.37 and at x = 0. The point x = −0.37

is slightly to the right of the first grid point right of the final-time free boundary location on the

coarsest grid Nx = 20. The point x = 0 is the initial free boundary location. We see that

the solutions at both points gain the expected order of convergence after each correction. To

demonstrate the computational efficiency of our algorithm, we plot the log-log graph of the solution

errors versus the computational complexity represented by the grid size in space multiplied by the

total number of penalty iterations, as shown in Figure 5.2. It is clear that except for very mild

accuracy, the four-correction scheme outperforms the rest.

Remark 5.1.2. Note that the solutions after solving with corrections have larger errors on the

coarsest grid Nx = 20. This is due to large extrapolation errors of free boundary and derivatives

approximations when the space step size near the free boundary is large, which occurs on a uniform

coarse grid. This can be avoided by applying grid stretching around the free boundary.

5.1.3 American option pricing

We use Algorithm 2 to solve the American put option pricing problem. For convenience of discus-

sion, we repeat the penalty formulation of the problem

∂tV = LBSV + ρmax{V ∗ − V, 0},

where V ∗(S) = max{K − S, 0} is the payoff of the American put option struck at K. In the

numerical experiments, the penalty constant ρ is chosen to be ρ = 1× 108. The initial condition is

V (0, S) = V ∗(S).



CHAPTER 5. NUMERICAL RESULTS 77

(M,N)
x = −0.37

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(20,40) 43 -0.307227 1.04e-03 - 82 -0.304930 1.26e-03 -
(40,80) 87 -0.306241 8.16e-06 7.00 186 -0.306075 1.47e-04 3.10
(80,160) 174 -0.306227 9.13e-06 -0.16 386 -0.306205 1.33e-05 3.46
(160,320) 348 -0.306220 1.94e-06 2.24 786 -0.306216 1.67e-06 3.00
(320,640) 697 -0.306218 3.19e-07 2.60 1586 -0.306218 1.44e-07 3.53

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(20,40) 121 -0.306334 1.61e-04 - 160 -0.305883 3.03e-04 -
(40,80) 265 -0.306147 7.44e-05 1.11 347 -0.306163 5.90e-05 2.36
(80,160) 545 -0.306215 3.35e-06 4.47 707 -0.306216 1.77e-06 5.06
(160,320) 1106 -0.306218 2.20e-07 3.93 1429 -0.306218 5.78e-08 4.94
(320,640) 2227 -0.306218 1.12e-08 4.29 2866 -0.306218 2.79e-09 4.37

(M,N)
x = 0

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(20,40) 43 0.320748 2.60e-04 - 82 0.321960 9.52e-04 -
(40,80) 87 0.320934 7.43e-05 1.81 186 0.321194 1.85e-04 2.36
(80,160) 174 0.320998 1.05e-05 2.82 386 0.321022 1.37e-05 3.76
(160,320) 348 0.321007 1.66e-06 2.66 786 0.321010 1.40e-06 3.29
(320,640) 697 0.321008 2.82e-07 2.56 1586 0.321008 1.14e-07 3.62

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(20,40) 121 0.321537 5.29e-04 - 160 0.321588 5.80e-04 -
(40,80) 265 0.321074 6.56e-05 3.01 347 0.321069 6.04e-05 3.26
(80,160) 545 0.321011 3.27e-06 4.33 707 0.321010 1.70e-06 5.15
(160,320) 1106 0.321008 1.88e-07 4.12 1429 0.321008 4.80e-08 5.15
(320,640) 2227 0.321008 1.43e-08 3.72 2866 0.321008 2.27e-09 4.41

Table 5.3: Convergence results of solutions at points x = −0.37 and x = 0 for each solve phase in
Algorithm 2, when solving the penalized PDE (5.4) of a moving boundary problem with the exact
moving boundary xf (t) = −

√
t. Note that “niters” for the second to fourth solve includes the total

number of iterations from all previous solve phases.
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Figure 5.2: Log-log plot of solution errors at point x = 0 versus computational complexity (a), and
grid size in space (b), using results of Table 5.3, when solving the penalized PDE (5.4) of a moving
boundary problem with the exact moving boundary xf (t) = −

√
t. The computational complexity

is represented by the grid size times the total number of penalty iterations.

The left boundary of the domain is Smin = 0 and we truncate the right end of the domain at

S = Smax with Dirichlet boundary conditions V (t, 0) = K and V (t, Smax) = 0. Because our

focus in Algorithm 2 is to deal with the space discontinuity at the free boundary, to reduce other

complications such as the solution derivatives at the free boundary blowing up at t = 0 - see (A.11)

and problem (iii) in Chapter 1 - we compute the difference between an American and a European

option; this is referred to as the singularity-separating method in [65]. A European put option

value V E with the same volatility σ, bank interest r, dividend q, and strike price K satisfies the

Black-Scholes equation ∂tV
E = LBSV

E , with the initial condition V E(0, S) = max{K −S, 0}, and
is given by a known explicit formula. The difference of the solutions V diff = V − V E has a zero

initial condition. Therefore, instead of solving for the original American option price, we solve for

V diff, which satisfies the equation

∂tV
diff = LBSV

diff + ρmax{(V ∗ − V E)− V diff, 0},

with a zero initial condition, and then add the European option price back to obtain the final

American option price.

Here we remark that the boundary condition V (t, Smax) = 0 is only approximate for both

European and American options. For a specific Smax, the European and American option values

are both positive and different from each other. An appropriately chosen Smax would make this

difference negligible compared to the discretization error.

We apply Algorithm 2 developed in Chapter 2 together with the 2RK3-BDF3-BDF4 time-

stepping scheme proposed in Chapter 3 to solve for the solution. We test the algorithm on two

example problems with different volatilities, σ = 0.2 and σ = 0.8 as the examples in [21]. Both

examples have the other parameters the same: zero dividend payment, interest rate r = 0.1, strike
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price K = 100 and expiration time T = 0.25. We truncate the infinite domain at Smax = 10K =

1000 for the problem with smaller volatility σ = 0.2, and at Smax = 13K = 1300 for the larger

volatility σ = 0.8. As it turns out, a larger Smax is not only necessary for the accuracy of solution

with a larger volatility, it is also important for observing the convergence results of our algorithm.

For the space stretching, we propose the stretching function

ξ(S) =

(
S −

√
π

2

1− β

β
αerfc

(
S −K

α

))
C1 + C2,

to stretch the space grid, where

C1 = 1/

[
(Smax − Smin)−

√
π

2

1− β

β
α

(
erfc

(
Smax −K

α

)
− erfc

(
Smin −K

α

))]
,

C2 =

[√
π

2

1− β

β
αerfc

(
Smin −K

α

)
− Smin

]
C1,

and where α and β are parameters controlling the density of the stretching. In the numerical

experiments, the parameters α and β are chosen to be α = 125/6 ≈ 20.83 and β = 1/20 for

σ = 0.2, and α = 65, β = 1/8 for σ = 0.8. The stretching function ξ(S) above introduces grid

points with density 1/β, on a region of width 6α centered around the point K, while maintaining

the density of 1 elsewhere. Our choice of parameter α can be motivated by the fact that the moving

boundary moves more with a higher volatility than with a lower one, and thus the stretching must

cover a longer region when the volatility is high. More specifically, for σ = 0.2, the range of the

optimal exercise boundary movement is approximately 10, starting from S = 100 at t = 0, to

S = 89.7 at expiry t = 0.25. Therefore, the moving free boundary is within 10
3α ≈ 1

6 of the length of

the stretched region, away from the stretching center, during the whole time period. For σ = 0.8,

the range of the optimal exercise boundary movement is around 48, starting from S = 100 at t = 0,

to S = 51.8 at expiry t = 0.25. Therefore, the moving free boundary is within 51.8
3α ≈ 1

4 of the

length of the stretched region, away from the stretching center, during the whole time period.

In addition, since the solution of the American option price has singular second and higher space

derivatives at the strike at expiry, meaning that the solution is not smooth, we apply a couple of

customizations to Algorithm 2. First, as in the previous example, we know that the free boundary

changes rapidly near t = 0, so we use the time variable transformation t = τ2 for the American

option example as well (for both σ = 0.2 and 0.8). Previous studies [21] indicated that, for the

American option problem, adaptive time stepping is needed to maintain the order of convergence of

the method used. Later, [45] suggested that the quadratic transformation in time acts equivalently

to restore the order of convergence. We leave the study of general adaptive high-order time stepping

for future work, and apply a simple t = τ2 transformation in this thesis. Second, we do not apply

the correction scheme in Algorithm 2 for the first several time steps, as the correction scheme is

heavily dependent on the smoothness of the solution. In the numerical experiments, the number

of time steps in which the correction scheme is skipped is chosen to be tskip = 12 for both σ = 0.2

and 0.8. Since we apply time and space stretching near the strike at expiry, the errors from the

skipped corrections in the first few time steps are sufficiently small so as not to affect the high-order

convergence.
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The numerical results are given in Table 5.4. We can see clear convergence rate improvements

and error reduction with corrections at each solve phase, with the smaller volatility exhibiting

even faster error reduction. The second solve phase, corresponding to one correction, only slightly

changes the error. The third- and fourth-solve phases, corresponding to two and three corrections,

respectively, reduce the error significantly. The final results after the fourth solve phase exhibit a

reduction of error by nearly 100 times compared to the no-correction phase.

To demonstrate the computational efficiency of our algorithm, we have shown in Figure 5.3 the

solution accuracy versus the computational complexity represented by the grid size in space multi-

plied with the total number of penalty iterations. We can see that the three-correction algorithm

is slightly more expensive if high accuracy is not the goal. However, when a high accuracy solution

is desired, the three-correction algorithm is more efficient.

As a comparison, we also include the results from our previous publication [60], which uses a

slightly different starting scheme for time-stepping. Instead of applying RK3 for the first two time

steps, we replace the second RK3 step with a three-level fourth-order method [35] as in [60],(
I− k

3
L

)
Ṽn+2 = Ṽn +

k

3
L
(
4Ṽn+1 + Ṽn

)
+
k

3
(bn+2 + 4bn+1 + bn) + 2q(Ṽn+2), (5.5)

and the remaining time steps are the same as in Chapter 3. With the new starting scheme for time

stepping, the convergence results applying Algorithm 2 are given in Table 5.5. We see that it gives

very similar results as in Table 5.4. Changing the second step from RK3 to (5.5) decreases the error

slightly. We conjecture that the slightly smaller error may be due to the implicit nature of (5.5),

which has a similar damping property as BDF methods, thus reducing the error more effectively

than explicit Runge-Kutta methods.

Remark 5.1.3. For this example, we see that the second solve does not improve the convergence

much. This is because we have applied enough stretching to reduce the leading-order error term due

to the second-derivative jump in the first solve, even without correction. Moreover, we observe that

our algorithm for σ = 0.2 performs better than for σ = 0.8. For a larger volatility σ = 0.8, the

optimal exercise boundary moves more quickly and ranges over a larger part of the domain within

the same time span. This has at least two negative effects: (a) We need to increase Smax to maintain

good accuracy (see, for example, [30, 63]) and (b) We need to stretch the space grid over a larger

interval. These two facts, in turn, result in (i) having larger space stepsizes all over the domain

including the stretching area, (ii) the free boundary moving farther away from the stretching center

(which is the initial free boundary), and (iii) the grid-crossing effect happening more frequently.

The first two contribute to larger extrapolation errors, and the third introduces additional errors.

One way to avoid large extrapolation errors is to implement a time-dependent grid stretching that

follows the free boundary movement, see e.g. [40] where a predictor-corrector scheme is applied.

We leave this to future work.
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(M,N)
σ = 0.2, T = 0.25

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(53,30) 37 3.068596419 - - 71 3.068709290 - -
(104,60) 79 3.069852823 1.26e-03 - 151 3.069929517 1.22e-03 -
(206,120) 179 3.070062605 2.10e-04 2.58 328 3.070074722 1.45e-04 3.07
(410,240) 434 3.070099107 3.65e-05 2.52 740 3.070099511 2.48e-05 2.55
(818,480) 1085 3.070105325 6.22e-06 2.55 1708 3.070105542 6.03e-06 2.04
(1635,960) 2820 3.070106492 1.17e-06 2.41 4088 3.070106499 9.57e-07 2.66

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(53,30) 104 3.069298485 - - 136 3.069568422 - -
(104,60) 217 3.070043097 7.45e-04 - 280 3.070076401 5.08e-04 -
(206,120) 457 3.070097013 5.39e-05 3.79 582 3.070103025 2.66e-05 4.25
(410,240) 997 3.070105501 8.49e-06 2.67 1244 3.070106498 3.47e-06 2.94
(818,480) 2211 3.070106643 1.14e-06 2.89 2699 3.070106721 2.23e-07 3.96
(1635,960) 5096 3.070106724 8.10e-08 3.82 6067 3.070106738 1.70e-08 3.71

(M,N)
σ = 0.8, T = 0.25

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(50,30) 34 14.676098302 - - 64 14.675303453 - -
(98,60) 75 14.678332647 2.23e-03 - 136 14.677946806 2.64e-03 -
(195,120) 158 14.678780201 4.48e-04 2.32 284 14.678664815 7.18e-04 1.88
(388,240) 366 14.678861201 8.10e-05 2.47 633 14.678833483 1.69e-04 2.09
(775,480) 901 14.678875155 1.40e-05 2.54 1469 14.678870264 3.68e-05 2.20
(1548,960) 2258 14.678877821 2.67e-06 2.39 3453 14.678877046 6.78e-06 2.44

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(50,30) 94 14.676478652 - - 126 14.677353497 - -
(98,60) 204 14.678441994 1.96e-03 - 269 14.678682759 1.33e-03 -
(195,120) 428 14.678820822 3.79e-04 2.37 553 14.678866173 1.83e-04 2.86
(388,240) 919 14.678870113 4.93e-05 2.94 1163 14.678877616 1.14e-05 4.00
(775,480) 2030 14.678877401 7.29e-06 2.76 2516 14.678878305 6.89e-07 4.05
(1548,960) 4536 14.678878257 8.56e-07 3.09 5505 14.678878359 5.43e-08 3.66

Table 5.4: Convergence results of an American put option at S = 100, T = 0.25 with K = 100, r =
0.1, q = 0, for σ = 0.2 and σ = 0.8, and for each solve phase in Algorithm 2. Note that “niters” for
the second to fourth solve includes the total number of iterations from all previous solve phases.
The “error” columns are calculated by the difference between two successive grid resolutions.
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Figure 5.3: Log-log plot of solution changes at the strike point K at the final time T versus
computational complexity (a), and grid size in space (b), using results of solving American option
prices in Table 5.4 for σ = 0.2. The computational complexity is represented by the grid size in
space times the total number of penalty iterations.
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Figure 5.4: Log-log plot of solution changes at the strike point K at the final time T versus
computational complexity (a), and grid size in space (b), using results of solving American option
prices in Table 5.4 for σ = 0.8. The computational complexity is represented by the grid size in
space times the total number of penalty iterations.
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(M,N)
σ = 0.2, T = 0.25

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(53,30) 37 3.068602382 - - 71 3.068715191 - -
(104,60) 79 3.069855016 1.25e-03 - 151 3.069931750 1.22e-03 -
(206,120) 179 3.070062874 2.08e-04 2.59 328 3.070075013 1.43e-04 3.09
(410,240) 434 3.070099140 3.63e-05 2.52 740 3.070099544 2.45e-05 2.55
(818,480) 1085 3.070105329 6.19e-06 2.55 1708 3.070105547 6.00e-06 2.03
(1635,960) 2820 3.070106489 1.16e-06 2.42 4088 3.070106496 9.49e-07 2.66

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(53,30) 104 3.069304376 - - 136 3.069574295 - -
(104,60) 217 3.070045347 7.41e-04 - 280 3.070078659 5.04e-04 -
(206,120) 457 3.070097280 5.19e-05 3.83 582 3.070103304 2.46e-05 4.36
(410,240) 997 3.070105534 8.25e-06 2.65 1244 3.070106531 3.23e-06 2.93
(818,480) 2211 3.070106647 1.11e-06 2.89 2699 3.070106725 1.94e-07 4.06
(1635,960) 5096 3.070106721 7.34e-08 3.92 6067 3.070106734 9.32e-09 4.38

(M,N)
σ = 0.8, T = 0.25

1st solve (no correction) 2nd solve (one correction)
niters value error conv niters value error conv

(50,30) 34 14.676127404 - - 64 14.675332474 - -
(98,60) 75 14.678320134 2.19e-03 - 136 14.677934361 2.60e-03 -
(195,120) 158 14.678780547 4.60e-04 2.25 284 14.678665160 7.31e-04 1.83
(388,240) 366 14.678861193 8.06e-05 2.51 633 14.678833475 1.68e-04 2.12
(775,480) 902 14.678875150 1.40e-05 2.53 1471 14.678870259 3.68e-05 2.19
(1548,960) 2258 14.678877820 2.67e-06 2.39 3453 14.678877045 6.79e-06 2.44

(M,N)
3rd solve (two corrections) 4th solve (three corrections)

niters value error conv niters value error conv

(50,30) 94 14.676507458 - - 126 14.677382768 - -
(98,60) 204 14.678429412 1.92e-03 - 269 14.678670286 1.29e-03 -
(195,120) 428 14.678821171 3.92e-04 2.29 553 14.678866522 1.96e-04 2.71
(388,240) 919 14.678870105 4.89e-05 3.00 1163 14.678877609 1.11e-05 4.15
(775,480) 2033 14.678877396 7.29e-06 2.75 2520 14.678878300 6.91e-07 4.00
(1548,960) 4536 14.678878257 8.61e-07 3.08 5505 14.678878359 5.89e-08 3.55

Table 5.5: Convergence results for solving the same American put options applying Algorithm 2
as in Table 5.4. Different from Table 5.4, instead of using RK3 in the second time step, we replace
it with the fourth-order implicit scheme given by 5.5. Note that “niters” for the second to fourth
solve includes the total number of iterations from all previous solve phases. The “error” columns
are calculated by the difference between two successive grid resolutions.
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5.2 Applications to parabolic PDEs and European option pricing

In this section, we consider the model parabolic PDE 3.1 and the applications to European options,

and solve them by combining the time stepping scheme developed in Chapter 3 with the smoothing

techniques in Chapters 3 and 4. We note that the convergence analysis in Chapter 3 for the model

PDE 3.1 relies on Fourier analysis which assumes x ∈ (−∞,∞), while the numerical results in

this section are demonstrated on a truncated domain. The numerical experiments in this section

indicate that the conclusions we obtained still hold on the truncated domain.

5.2.1 The model convection-diffusion equation

In this section, we provide numerical results for solving the model problem (3.1) with nonsmooth

initial conditions (3.2), (3.3), (3.4), and (3.5), using the methods developed in Chapter 3. We

consider a truncated space domain on x ∈ [−4, 4], with exact Dirichlet boundary conditions.

In practice, it may be inconvenient to maintain the grid alignment value α to a fixed number.

For this reason, we consider cases where the grid alignment changes for each refinement, by slightly

shifting the nonsmooth point to x = 0.123 while keeping the space domain x ∈ [−4, 4] unchanged.

We apply the fourth-order convolution-type smoothed initial condition discretizations given in

Table 3.1, for the Dirac delta, Heaviside and ramp initial conditions, respectively, with a = 2, T = 1.

To also verify the correctness of our convergence analysis on the effect of smoothed and unsmoothed

initial data, we show convergence results both with and without the smoothing of initial conditions.

Tables 5.6, 5.7 and 5.8 show that directly applying the discrete initial conditions (3.13), (4.4) and

(4.5) leads to low-order and inconsistent convergence, while with the smoothing modifications, we

restore stable fourth-order convergence. We have also listed in the tables the convergence results

of the solution derivatives. The results clearly show stable fourth-order accuracy.

To demonstrate the intrinsic high-frequency damping properties of BDF time stepping, we

solve the model convection-diffusion (3.1) under the delta and Heaviside initial conditions with our

2RK3-BDF3-BDF4 method and with the Crank-Nicolson (CN) method, respectively, and compare

the solutions. We apply the same fourth-order FD discretization in space, and the original initial

condition discretizations given by (3.13), (4.4) without any smoothing modifications to make sure

we are only looking at the effect of different time-stepping schemes. Figure 5.5 shows comparisons

between the numerical solutions to the model problem with a = 2 and T = 0.1. We choose

h = 0.0211, d = k
h = 0.1185 for solving the PDE with delta initial condition, and h = 0.0123,

d = k
h = 0.2033 for the Heaviside initial condition. As seen in Figure 5.5, CN time stepping by

itself fails to converge in L∞, and generates oscillatory solutions. After replacing the first two steps

of CN approximation by four half-timestep backward Euler time marching (CN-Rannacher), the

oscillations disappear [25]. On the other hand, due to the high-frequency damping property of

BDF4, we observe that no spurious oscillations occur in the solutions and solution derivatives with

the 2RK3-BDF3-BDF4 method.

Finally, to show that our method can be applied to solve PDEs with more complicated non-

smooth initial conditions constructed from the three basic nonsmooth functions, in Table 5.9, we

present convergence results for solving the model PDE with the bump initial condition (3.5). In

this table, we list the maximum error across all gridpoints (as an approximation to the ∞-norm
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N α
v v′ v′′

value error conv error conv error conv
w/o smoothing

20 0.3075 0.1045846 8.12e-04 - 3.27e-04 - 1.37e-03 -
40 0.6150 0.1040104 2.33e-04 1.80 2.30e-04 0.50 5.67e-04 1.27
80 0.2300 0.1038231 4.62e-05 2.33 4.23e-05 2.45 1.11e-04 2.35
160 0.4600 0.1037930 1.61e-05 1.52 1.60e-05 1.41 4.01e-05 1.47
320 0.9200 0.1037781 1.18e-06 3.77 1.21e-06 3.72 2.98e-06 3.75

w/ smoothing in Table 3.1
20 0.3075 0.103747622 8.13e-05 - 4.28e-04 - 9.05e-04 -
40 0.6150 0.103775024 1.36e-06 5.90 2.67e-05 4.00 3.47e-05 4.70
80 0.2300 0.103776728 1.53e-07 3.15 1.69e-06 3.98 2.19e-06 3.99
160 0.4600 0.103776867 9.42e-09 4.02 1.06e-07 3.99 1.34e-07 4.03
320 0.9200 0.103776874 7.06e-10 3.74 6.60e-09 4.01 8.66e-09 3.96

Table 5.6: Convergence results at the nonsmooth point x = 0.123, T = 1, for solving the model
problem (3.1) with the Dirac delta initial condition, taking a = 2. The grid alignment value α
is different on each grid refinement level as given in the table, and the number of space intervals
M = N .

of the error). The results clearly demonstrate fourth-order convergence of the solution, with slight

degeneration in the solution derivatives.

5.2.2 European option pricing on uniform grids

In this section, we solve the Black-Scholes PDE in (1.7) for European option pricing. Although

one can convert (1.7) to a constant-coefficients PDE, we solve the original Black-Scholes PDE

(1.7) directly. The numerical results using the methods developed in Chapter 3 for the constant-

coefficient model PDE (3.1) demonstrate the general applicability of our methods. We consider

three types of European options: digital call, call and butterfly spread, given in Equations (1.11),

(1.13) and (1.17), respectively, corresponding to the shifted Heaviside, ramp and bump initial

conditions we discussed for the model PDE. The parameters we use in the numerical experiments

are: strike K = 100, B = 19.75, expiry time T = 0.5, interest rate r = 2%, zero dividend. The

volatility σ is either 0.2 or 0.8 as given in the tables and figures. The semi-infinite spatial domain

is truncated to (Sa, Sb) with Sa = 0 and Sb = 6K, and exact Dirichlet conditions are applied.

Tables 5.10, 5.11 and 5.12 show the results of solving digital call, call and butterfly spread

options, respectively, with variable α. We also list the convergence of the options’ ∆ and Γ at

the single strike K for the digital call and call options, and at all the three kink points of the

butterfly spread payoff function. In all experiments, we apply the 2RK3-BDF3-BDF4 time-stepping

scheme, with fourth-order smoothings to the initial conditions as given in Table 3.1. Fourth-order

convergence is obtained for the option prices and the calculated ∆ and Γ.

To demonstrate the intrinsic high-frequency damping properties of BDF time stepping, we

compare the solutions for solving the digital call, call options using 2RK3-BDF3-BDF4 and CN

time-stepping methods. We apply the same fourth-order FD discretization in space, and the original

initial condition discretizations given by (14), (15) without any smoothing modifications to make
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N α
v v′ v′′

value error conv error conv error conv
w/o smoothing

20 0.3075 0.0700980 8.56e-03 - 8.26e-03 - 3.46e-03 -
40 0.6150 0.0808755 2.23e-03 1.94 2.31e-03 1.84 1.30e-03 1.41
80 0.2300 0.0758418 2.81e-03 -0.34 2.81e-03 -0.28 1.40e-03 -0.11
160 0.4600 0.0784314 2.18e-04 3.69 2.13e-04 3.72 9.84e-05 3.83
320 0.9200 0.0797423 1.09e-03 -2.32 1.09e-03 -2.36 5.43e-04 -2.47

w/ smoothing in Table 3.1
20 0.3075 0.078481631 1.73e-04 - 5.83e-05 - 4.11e-04 -
40 0.6150 0.078638802 1.10e-05 3.98 3.94e-06 3.89 2.59e-05 3.99
80 0.2300 0.078648921 6.90e-07 3.99 2.70e-07 3.87 1.63e-06 3.99
160 0.4600 0.078649561 4.33e-08 4.00 1.68e-08 4.01 1.02e-07 4.00
320 0.9200 0.078649601 2.71e-09 4.00 1.05e-09 4.00 6.40e-09 4.00

Table 5.7: Convergence results at the nonsmooth point x = 0.123, T = 1, for solving the model
problem (3.1) with the Heaviside initial condition, taking a = 2. The grid alignment value α is
different on each grid refinement level as given in the table, and the number of space intervals
M = N .

N α
v v′ v′′

value error conv error conv error conv
w/o smoothing

20 0.3075 0.0504901 2.38e-04 - 1.74e-04 - 1.50e-04 -
40 0.6150 0.0504040 1.50e-04 0.67 1.39e-04 0.33 6.34e-05 1.24
80 0.2300 0.0502581 3.56e-06 5.39 3.92e-06 5.15 3.13e-06 4.34
160 0.4600 0.0502651 1.05e-05 -1.57 1.05e-05 -1.43 5.30e-06 -0.76
320 0.9200 0.0502515 3.00e-06 1.81 3.01e-06 1.81 1.52e-06 1.80

w/ smoothing in Table 3.1
20 0.3075 0.050162772 9.04e-05 - 1.28e-04 - 5.99e-05 -
40 0.6150 0.050248754 5.58e-06 4.02 8.18e-06 3.96 1.56e-06 5.26
80 0.2300 0.050254186 3.49e-07 4.00 5.18e-07 3.98 4.87e-08 5.00
160 0.4600 0.050254519 2.18e-08 4.00 3.24e-08 4.00 1.85e-09 4.72
320 0.9200 0.050254540 1.36e-09 4.00 2.03e-09 4.00 6.76e-11 4.77

Table 5.8: Convergence results at the nonsmooth point x = 0.123, T = 1, for solving the model
problem (3.1) with the ramp initial condition, taking a = 2. The grid alignment value α is different
on each grid refinement level as given in the table, and the number of space intervals M = N .
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Figure 5.5: Comparison of numerical solutions and the calculated derivatives around the nons-
mooth point from solving the model PDE (3.1) with a = 2 under Dirac delta and Heaviside initial
conditions, using CN, CN-Rannacher and 2RK3-BDF3-BDF4 time stepping. We see that CN-
Rannacher, 2RK3-BDF3-BDF4 methods are indistinguishable from the exact, while CN exhibits
oscillations.
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N α
v v′ v′′

max error conv max error conv max error conv
w/o smoothing

20 0.3075 4.10e-03 - 1.78e-03 - 3.24e-03 -
40 0.6150 1.48e-03 1.47 7.31e-04 1.28 5.21e-04 2.64
80 0.2300 2.03e-04 2.87 1.27e-04 2.52 2.78e-04 0.91
160 0.4600 1.02e-04 0.99 1.32e-04 -0.06 2.51e-04 0.15
320 0.9200 1.30e-05 2.97 2.41e-05 2.46 4.73e-05 2.41

w/ smoothing obtained from Table 3.1
20 0.3075 1.35e-03 - 9.93e-04 - 2.16e-03 -
40 0.6150 8.81e-05 3.93 1.06e-04 3.23 3.06e-04 2.81
80 0.2300 5.48e-06 4.01 9.70e-06 3.45 2.57e-05 3.58
160 0.4600 3.41e-07 4.01 8.12e-07 3.58 1.97e-06 3.70
320 0.9200 2.18e-08 3.96 6.94e-08 3.55 1.58e-07 3.64

Table 5.9: Convergence results for maximum error and first and second derivatives, when solving
the model problem (3.1) with the bump initial condition of spread B, taking a = 2, T = 1. There
are three nonsmooth points at K − B, K, and K + B, with K = 0.123,B = 1.321. The grid
alignment value α is different on each grid refinement level as given in the table, and the number
of space intervals M = N .

sure we are only looking at the effect of different time-stepping schemes. We choose h = 0.5 and

d = k
h = 0.01 for both examples. The results are plotted in Figure 5.6. We see that no spurious

oscillations occur in the solutions with 2RK3-BDF3-BDF4 time stepping as expected, due to the

high-frequency damping properties of BDF methods.

5.2.3 European option pricing on nonuniform grids

In this example, we apply the time stepping scheme developed in Chapter 3 and the smoothing

scheme developed in Chapter 4 to solve the same Black-Scholes PDE under the same butterfly

spread payoff (1.17) as in Table 5.12, but on a nonuniform grid in space such that more points are

concentrated around the three nonsmooth points, K1, K2 and K3. We apply the nonuniform grid

stretching

ξ = ϕ(S) ≡ 1

3

(
sinh−1(ρ(S −K1))− ca

cb − ca
+

sinh−1(ρ(S −K2))− ca
cb − ca

+
sinh−1(ρ(S −K3))− ca

cb − ca

)
,

(5.6)

where ca = 1
3 sinh

−1(ρ(Sa−K1))+
1
3 sinh

−1(ρ(Sa−K2))+
1
3 sinh

−1(ρ(Sa−K3)), cb =
1
3 sinh

−1(ρ(Sb−
K1))+

1
3 sinh

−1(ρ(Sb−K2))+
1
3 sinh

−1(ρ(Sb−K3)), and ξ ∈ [0, 1] is uniformly discretized to generate

nonuniform grid in physical space. To apply smoothing to the discrete butterfly payoff function

on the resulting nonuniform grid, we use the formula (4.18) with smoothing modifications of fifth

order given in Table C.3.

The stretching intensity applied is ρ = 0.42 in the numerical experiment. Table 5.13 shows the

point-wise convergence results at K1,K2 and K3, with and without the smoothing correction. The
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(M,N) α
V ∆ Γ

value error conv error conv error conv
w/o smoothing

(40,20) 0.6667 0.568113749 7.43e-02 - 5.35e-04 - 4.21e-04 -
(80,40) 0.3333 0.459075097 3.58e-02 1.05 3.72e-04 0.53 1.91e-04 1.14
(160,80) 0.6667 0.512425925 1.74e-02 1.04 7.59e-05 2.29 8.83e-05 1.11
(320,160) 0.3333 0.486264480 8.76e-03 0.99 1.89e-05 2.01 4.37e-05 1.01
(640,320) 0.6667 0.499382679 4.36e-03 1.01 4.71e-06 2.00 2.18e-05 1.00

w/ smoothing in Table 3.1
(40,20) 0.6667 0.500060559 4.55e-03 - 1.23e-03 - 6.22e-05 -
(80,40) 0.3333 0.495628236 6.93e-04 2.71 1.73e-04 2.83 6.17e-06 3.33
(160,80) 0.6667 0.495075147 5.29e-05 3.71 1.08e-05 4.00 6.79e-07 3.18
(320,160) 0.3333 0.495028135 3.46e-06 3.94 6.89e-07 3.98 4.50e-08 3.91
(640,320) 0.6667 0.495025124 2.20e-07 3.98 4.32e-08 4.00 2.90e-09 3.96

Table 5.10: Convergence results for the price V and its ∆ and Γ at the strike K = 100, for solving
the European digital call option, taking σ = 0.2. The grid alignment value α varies on each grid
refinement level as given in the table.

(M,N) α
V ∆ Γ

value error conv error conv error conv
w/o smoothing

(40,20) 0.6667 22.706368799 4.61e-02 - 4.66e-05 - 1.45e-05 -
(80,40) 0.3333 22.670339162 1.00e-02 2.20 5.39e-05 -0.21 3.33e-06 2.12
(160,80) 0.6667 22.663038447 2.70e-03 1.89 1.10e-05 2.29 9.06e-07 1.88
(320,160) 0.3333 22.660991961 6.50e-04 2.05 3.20e-06 1.78 2.19e-07 2.05
(640,320) 0.6667 22.660507365 1.66e-04 1.97 7.54e-07 2.09 5.58e-08 1.97

w/ smoothing in Table 3.1
(40,20) 0.6667 22.659843234 5.96e-04 - 4.44e-05 - 1.59e-06 -
(80,40) 0.3333 22.660297803 3.78e-05 3.98 3.00e-06 3.89 3.67e-08 5.44
(160,80) 0.6667 22.660338994 2.61e-06 3.85 2.02e-07 3.90 2.76e-09 3.73
(320,160) 0.3333 22.660341607 1.67e-07 3.97 1.26e-08 4.00 1.86e-10 3.89
(640,320) 0.6667 22.660341776 1.05e-08 3.99 7.87e-10 4.00 1.14e-11 4.02

Table 5.11: Convergence results for the price V and its ∆ and Γ at the strike K = 100, for solving
the European call option, taking σ = 0.8. The grid alignment value α varies on each grid refinement
level as given in the table.
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(M,N) α
V ∆ Γ

value error conv error conv error conv
K1 = 80.25 (w/o smoothing)

(40,20) 0.35000 4.108437670 7.78e-02 - 2.81e-02 - 3.21e-03 -
(80,40) 0.70000 4.173066559 5.38e-03 3.85 8.85e-03 1.67 2.44e-04 3.72
(160,80) 0.40000 4.169334971 8.57e-03 -0.67 1.36e-03 2.70 1.76e-04 0.48
(320,160) 0.80000 4.158899648 1.96e-03 2.13 2.70e-04 2.33 1.18e-05 3.89
(640,320) 0.60000 4.161549262 6.98e-04 1.49 5.92e-05 2.19 1.20e-05 -0.02

K1 = 80.25 (w/ smoothing obtained from Table 3.1)
(40,20) 0.35000 4.376718594 1.30e-01 - 2.08e-02 - 4.65e-03 -
(80,40) 0.70000 4.176683715 1.22e-02 3.42 4.26e-03 2.29 3.03e-04 3.94
(160,80) 0.40000 4.161766412 7.92e-04 3.94 3.65e-04 3.55 1.79e-05 4.08
(320,160) 0.80000 4.160905971 5.05e-05 3.97 2.25e-05 4.02 1.15e-06 3.96
(640,320) 0.60000 4.160854034 3.18e-06 3.99 1.41e-06 3.99 7.23e-08 3.99

K2 = 100 (w/o smoothing)
(40,20) 0.66667 9.096127563 2.38e-01 - 3.50e-02 - 4.30e-04 -
(80,40) 0.33333 9.338618860 9.71e-02 1.29 3.85e-03 3.19 1.65e-04 1.38
(160,80) 0.66667 9.415269963 2.22e-02 2.13 9.68e-04 1.99 1.13e-04 0.54
(320,160) 0.33333 9.431223427 6.43e-03 1.79 7.37e-05 3.72 2.29e-05 2.31
(640,320) 0.66667 9.436768375 8.96e-04 2.84 2.05e-05 1.85 9.74e-06 1.23

K2 = 100 (w/ smoothing obtained from Table 3.1)
(40,20) 0.66667 9.174877799 1.71e-01 - 5.18e-02 - 2.02e-03 -
(80,40) 0.33333 9.425482368 8.49e-03 4.33 5.34e-04 6.60 2.71e-04 2.90
(160,80) 0.66667 9.436777317 6.97e-04 3.61 6.86e-05 2.96 1.91e-05 3.83
(320,160) 0.33333 9.437610473 4.71e-05 3.89 4.96e-06 3.79 1.25e-06 3.94
(640,320) 0.66667 9.437661793 2.97e-06 3.99 3.12e-07 3.99 7.89e-08 3.98

K3 = 119.75 (w/o smoothing)
(40,20) 0.98333 4.246070790 6.30e-01 - 6.19e-03 - 2.36e-03 -
(80,40) 0.96667 4.725424517 1.49e-01 2.08 3.03e-03 1.03 3.76e-04 2.65
(160,80) 0.93333 4.849020081 2.58e-02 2.53 5.97e-04 2.34 4.26e-05 3.14
(320,160) 0.86667 4.870124235 4.73e-03 2.45 1.82e-04 1.72 1.38e-06 4.95
(640,320) 0.73333 4.874586104 2.70e-04 4.13 4.08e-05 2.16 2.30e-06 -0.74

K3 = 119.75 (w/ smoothing obtained from Table 3.1)
(40,20) 0.98333 4.813475069 6.06e-02 - 1.73e-02 - 1.09e-03 -
(80,40) 0.96667 4.868931521 5.80e-03 3.39 1.58e-03 3.46 9.69e-05 3.49
(160,80) 0.93333 4.874470837 3.92e-04 3.89 1.06e-04 3.90 6.82e-06 3.83
(320,160) 0.86667 4.874832706 2.46e-05 3.99 6.73e-06 3.97 4.58e-07 3.90
(640,320) 0.73333 4.874854735 1.53e-06 4.01 4.22e-07 3.99 2.89e-08 3.98

Table 5.12: Convergence results for the price V and its ∆ and Γ at the strikesK1 = 80.25, K2 = 100,
K3 = 119.75, for solving the butterfly spread option, taking σ = 0.2. The grid alignment values α
vary for all three singular points on each grid refinement level as given in the table. Uniform grid
in space is used.



CHAPTER 5. NUMERICAL RESULTS 91

40 60 80 100 120

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

40 60 80 100 120

0

5

10

15

20

25

30

35

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

40 60 80 100 120

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

40 60 80 100 120

0

0.2

0.4

0.6

0.8

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

40 60 80 100 120

-5

0

5

10
10

-3

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

40 60 80 100 120

-0.02

-0.01

0

0.01

0.02

0.03

CN

CN-Rannacher

2RK3-BDF3-BDF4

exact

Digital option Call option

Figure 5.6: Comparison of numerical solutions and the calculated ∆, Γ of the European digital
call and call options, with volatility σ = 0.2, with CN, CN-Rannacher and 2RK3-BDF3-BDF4
methods. We see that CN-Rannacher, 2RK3-BDF3-BDF4 methods are indistinguishable from the
exact, while CN exhibits oscillations.
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results demonstrate clear stable fourth-order convergence in the solution and solution derivatives at

all points. Moreover, compared to the results in Table 5.12 on a uniform grid, by using a nonuniform

grid with points concentrated around the singular points, we observe more stable convergence rates

and higher accuracy with less total number of grid points.

5.2.4 A general nonsmooth example on nonuniform grids

In this final example, we again apply the time stepping scheme developed in Chapter 3 and the

smoothing scheme developed in Chapter 4, this time to solve the model PDE (3.1) with a more

general nonsmooth initial condition. Consider the initial condition

v(0, x) =

− sin
(
πx
2

)
, x < 0.123,

1 + e−x cos
(
πx
2

)
, x ≥ 0.123,

defined on [xa, xb] ≡ [−4, 4]. The boundary conditions are fixed to be v(t, xa) = v(0, xa) and

v(t, xb) = v(0, xb). We solve the solution to time T = 0.25.

It is worth pointing out that the definition of boundary conditions in this example is different

from other examples. Instead of imposing the exact solutions of the PDE defined on infinite space

domain at the truncated boundaries, here we force the boundary conditions to be fixed values and

stay unchanged during the whole time period. Under such definition of boundary conditions, the

unknown exact solution of the current problem is not the same as that of the model PDE (3.1)

defined on infinite domain. However, the numerical results below show that the methods developed

in Chapters 3 and 4 apply equally well to the current problem. These results, in addition to the

results of the previous examples, suggest that our analysis based on the model PDE (3.1) defined

on infinite domain can be generalized to solve PDEs on finite domains.

The space discretization is performed on nonuniform grids with points concentrated around the

singularities. We apply grid stretching around the nonsmooth point xK = 0.123 such that the

Taylor expansions in the derivation of smoothing modification formula in Table 5.14 are accurate

enough. In the numerical experiments, we use fourth-order smoothings given in Tables 4.1, 4.2 and

4.3, where we center the nonsmooth point as much as possible. The grid stretching function we

employ is

ξ = ϕ(x) ≡ sinh−1(ρ(x− xK))− ca
cb − ca

, (5.7)

where ca = sinh−1(ρ(xa − xK)), cb = sinh−1(ρ(xb − xK)), so that ξ ∈ [0, 1] is uniformly discretized

to generate a nonuniform grid in x, ρ is the stretching intensity and is set to be ρ = 1.25 in

the numerical test, see [9]. Table 5.14 shows the results. The effect of our smoothing modification

schemes on the high and stable order of convergence is evident. For performance comparison, we also

solve the problem with smoothing modifications obtained from Table 3.1 with the convolution-type

smoothing. We observe similar convergence results of the two types of smoothing modifications,

but the convolution-type smoothings require the existence of three grid points on each side of

the nonsmooth point. Such constraint is even more restraining for higher-order methods, see the

discussion in Appendix C.1.
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(M,N) α
V ∆ Γ

value error conv error conv error conv
K1 = 80.25 (w/o smoothing)

(26,20) 0.76429 4.158494852 2.10e-03 - 1.36e-03 - 1.40e-04 -
(52,40) 0.50057 4.163822369 2.97e-03 -0.50 2.47e-04 2.46 6.22e-07 7.81
(104,80) 0.99915 4.160036706 8.14e-04 1.87 4.15e-05 2.57 1.08e-05 -4.12
(208,160) 0.99829 4.160619117 2.31e-04 1.82 5.28e-06 2.98 2.44e-06 2.15
(416,320) 0.99657 4.160780005 7.03e-05 1.72 5.41e-07 3.29 4.88e-07 2.32

K1 = 80.25 (w/ 5th-order smoothing modifications in Table C.3)
(26,20) 0.76429 4.150151101 1.08e-02 - 5.97e-04 - 9.84e-05 -
(52,40) 0.50057 4.160237780 6.14e-04 4.14 4.09e-05 3.87 1.87e-06 5.72
(104,80) 0.99915 4.160816033 3.43e-05 4.16 2.61e-06 3.97 2.47e-08 6.24
(208,160) 0.99829 4.160848201 2.10e-06 4.03 1.65e-07 3.98 1.19e-10 7.70
(416,320) 0.99657 4.160850168 1.29e-07 4.02 1.05e-08 3.98 3.77e-12 4.98

K2 = 100 (w/o smoothing)
(26,20) 0.98529 9.475449303 3.78e-02 - 5.80e-04 - 3.34e-04 -
(52,40) 0.96810 9.445075059 7.41e-03 2.35 3.09e-05 4.23 2.58e-05 3.69
(104,80) 0.93481 9.438314466 6.49e-04 3.51 2.92e-05 0.08 8.22e-06 1.65
(208,160) 0.86895 9.437727287 6.20e-05 3.39 1.01e-05 1.53 1.27e-06 2.70
(416,320) 0.73762 9.437640155 2.51e-05 1.30 3.08e-06 1.72 6.17e-08 4.36

K2 = 100 (w/ 5th-order smoothing modifications in Table C.3)
(26,20) 0.98529 9.454236621 1.66e-02 - 6.09e-04 - 2.04e-04 -
(52,40) 0.96810 9.438908604 1.24e-03 3.74 4.37e-05 3.80 7.39e-06 4.79
(104,80) 0.93481 9.437747473 8.22e-05 3.92 2.83e-06 3.95 4.46e-07 4.05
(208,160) 0.86895 9.437670480 5.18e-06 3.99 1.76e-07 4.01 2.78e-08 4.00
(416,320) 0.73762 9.437665630 3.30e-07 3.97 1.12e-08 3.98 1.75e-09 3.99

K3 = 119.75 (w/o smoothing)
(26,20) 0.20282 4.898365327 2.35e-02 - 4.03e-04 - 1.62e-04 -
(52,40) 0.43267 4.879549509 4.69e-03 2.32 1.55e-04 1.38 5.34e-06 4.93
(104,80) 0.87020 4.875123068 2.67e-04 4.14 2.89e-05 2.42 1.68e-06 1.67
(208,160) 0.73931 4.874939548 8.35e-05 1.68 3.29e-06 3.13 6.25e-08 4.75
(416,320) 0.47845 4.874870636 1.46e-05 2.52 7.30e-07 2.17 1.28e-07 -1.04

K3 = 119.75 (w/ 5th-order smoothing modifications in Table C.3)
(26,20) 0.20282 4.888975250 1.41e-02 - 2.90e-04 - 1.24e-04 -
(52,40) 0.43267 4.875967711 1.11e-03 3.67 1.78e-05 4.03 2.89e-06 5.43
(104,80) 0.87020 4.874930596 7.45e-05 3.90 1.12e-06 3.98 1.71e-07 4.08
(208,160) 0.73931 4.874860746 4.68e-06 3.99 7.06e-08 3.99 1.08e-08 3.99
(416,320) 0.47845 4.874856364 2.98e-07 3.97 4.26e-09 4.05 6.63e-10 4.02

Table 5.13: Convergence results for the price V and its ∆ and Γ at the strikesK1 = 80.25, K2 = 100,
K3 = 119.75, for solving the butterfly spread option, taking σ = 0.2. The grid alignment values α
vary for all three singular points on each grid refinement level as given in the table. The nonuniform
grid (5.6) is used.
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N(M)
v v′ v′′

value diff conv value diff conv value diff conv
w/o smoothing

20 -0.157225412 - - 0.929543617 - - 0.829520352 - -
40 -0.124985674 3.22e-02 - 0.962497095 3.30e-02 - 0.804577888 -2.49e-02 -
80 -0.107916178 1.71e-02 0.92 0.979509539 1.70e-02 0.95 0.787637784 -1.69e-02 0.56
160 -0.116193463 -8.28e-03 1.04 0.971047394 -8.46e-03 1.01 0.795563301 7.93e-03 1.10
320 -0.111990213 4.20e-03 0.98 0.975291206 4.24e-03 1.00 0.791442086 -4.12e-03 0.94
640 -0.109872626 2.12e-03 0.99 0.977416833 2.13e-03 1.00 0.789340606 -2.10e-03 0.97

w/ smoothing modifications in Tables 4.1, 4.2 and 4.3
20 -0.108780069 - - 0.979692987 - - 0.785025247 - -
40 -0.108506644 2.73e-04 - 0.978853356 -8.40e-04 - 0.787838963 2.81e-03 -
80 -0.108489688 1.70e-05 4.01 0.978804771 -4.86e-05 4.11 0.787949563 1.11e-04 4.67
160 -0.108488568 1.12e-06 3.92 0.978801724 -3.05e-06 4.00 0.787957176 7.61e-06 3.86
320 -0.108488504 6.42e-08 4.12 0.978801536 -1.87e-07 4.02 0.787957579 4.02e-07 4.24
640 -0.108488500 3.72e-09 4.11 0.978801525 -1.17e-08 4.00 0.787957604 2.49e-08 4.01

w/ smoothing modifications obtained from Table 3.1
20 -0.108832549 - - 0.979726053 - - 0.785599787 - -
40 -0.108508740 3.24e-04 - 0.978857520 -8.69e-04 - 0.787810194 2.21e-03 -
80 -0.108489736 1.90e-05 4.09 0.978804921 -5.26e-05 4.05 0.787948382 1.38e-04 4.00
160 -0.108488577 1.16e-06 4.04 0.978801744 -3.18e-06 4.05 0.787957056 8.67e-06 3.99
320 -0.108488504 7.25e-08 4.00 0.978801538 -2.06e-07 3.95 0.787957571 5.15e-07 4.07
640 -0.108488500 4.60e-09 3.98 0.978801525 -1.27e-08 4.03 0.787957603 3.15e-08 4.03

Table 5.14: Convergence results at the nonsmooth point x = 0.123 for solving the model problem
(3.1) with a general nonsmooth initial condition, taking a = 2. Our method using (4.18) achieves
fourth-order convergence of the solution and derivatives with smoothing modifications from Tables
4.1, 4.2 and 4.3, and from Table 3.1 as comparison. The nonuniform grid (5.7) is used.



Chapter 6

Concluding remarks

6.1 Conclusions

In this thesis, we studied high-order methods for solving European and American option pricing

problems. We investigated the negative effects of nonsmoothness in the initial conditions and/or

the solution itself, that cause trouble to obtain high-accuracy solutions, and proposed remedies to

restore high-order accuracy. For American options, we first studied the error behaviour for solving

free boundary problems using the standard fourth-order finite differences and BDF4 time-stepping

scheme. Based on the analysis, we presented high-order deferred correction algorithms. Our al-

gorithms utilize the penalty method and assume no prior knowledge of the exact free boundary

location and derivative jumps at the free boundary. Our method does not modify the finite differ-

ence stencils and the arising matrix, but applies the corrections to the right-hand side. The penalty

iteration converges in a few iterations. From the analysis of the error behaviors when solving free

boundary problems, we showed that our deferred correction algorithms can successively increase

the solution order of convergence from O(h2) to O(h3), and from O(h3) to O(h4) after applying

each successive correction.

For European options, we applied Fourier analysis to a model convection-diffusion PDE and

proved that the exponential damping of high-frequency error components using BDF schemes makes

the schemes a good combination with RK3 as the starting scheme for nonsmooth data, and guar-

antees fourth-order convergence and stability, assuming the nonsmooth initial conditions are dis-

cretized to a high-order. Our analysis can be easily extended to even higher order methods in the

BDF family.

To deal with the low-order quantization errors in the frequency domain introduced by the

discretization of the nonsmooth initial conditions, we use smoothing techniques from [31]. To

simplify implementation, we have provided explicit formulas for the discretization of the Dirac

delta, Heaviside and ramp initial conditions as a high-order smoothing mechanism, so that the

discrete initial conditions are fourth-order accurate in the frequency domain. We theoretically

proved that with the proposed 2RK3-BDF3-BDF4 time stepping scheme and smoothing, fourth-

order convergence can be obtained for the model convection-diffusion PDE with nonsmooth initial

conditions.

Furthermore, we derived novel high-order smoothing modifications for a variety of nonsmooth
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initial conditions that can be used as alternatives to [31]. Moreover, we suggested to use an additive

modification formulation of the smoothing procedure. Based on the new formulation, we derived

high-order smoothing modifications for general nonsmooth, piecewise analytic functions as initial

conditions of parabolic PDEs, on uniform or nonuniform grids. Combined with the high-order

2RK3-BDF3-BDF4 time stepping scheme, our method achieves stable fourth-order convergence.

Moreover, with the flexibility to apply smoothing to functions on nonuniform grids, we are able to

achieve even better accuracy by concentrating more grid points around the nonsmooth location.

The numerical results on constant-coefficient convection-diffusion PDEs, and European digital

call, call and butterfly spread options show stable fourth-order convergence, and verify the correct-

ness of our analysis. Furthermore, the calculated solution derivatives exhibit fourth-order accuracy.

Though the work in this thesis is developed with option pricing problems in mind, we note that

the contributions of this thesis are not only applicable to option pricing problems, but also to more

general parabolic PDEs with nonsmooth initial data, as also shown in the numerical experiments

on various parabolic PDEs problems, and with more general nonsmooth initial data and nonmsooth

solutions.

6.2 Generalizations and future work

The work in this thesis offers a fundamental framework that can be readily applied to solve numer-

ous other interesting problems that have been regarded as challenging in the existing literature.

Primarily, while our current focus has been on addressing issues within a single spatial dimension,

the analytical framework established in this thesis can be extended to multi-dimensional settings.

Specifically, the deferred correction algorithm introduced in Chapter 2 for one-dimensional scenar-

ios can be adapted to applications in two spatial dimensions, albeit with some remaining difficulties

to be resolved when mixed derivatives are involved. One typical such example is the elliptic ob-

stacle problem in two dimensions, which is still an active area of research. The major difference in

the algorithm when applied to two-dimensional problems is how the extrapolation scheme should

be designed. Two-dimensional extrapolation has already been extensively studied in the literature

(see, for example, [24, 37, 61]). Initial results on the extension to 2D elliptic obstacle problems have

been obtained, and will be presented separately in a follow-up work. Regarding the high-order time

stepping methods we developed for one-dimensional European options, we expect them to perform

well in multiple dimensions with some alterations to the existing algorithm. Applying our method-

ologies to more complicated models, such as European options involving multiple underlyings and

the Heston model as defined by (1.8), holds particular interest and deserves further exploration.

In a different context, all the algorithms in the thesis are formulated based on the standard

fourth-order finite difference in space, chosen for its simplicity in analysis. However, this choice

is not imperative. It is worthwhile to extend our methods and conduct analysis using generic

parabolic difference operators, see e.g. [55]. We posit that, under reasonable assumptions, our

findings in this work will likely generalize effectively to other types of difference operators, such as

high-order compact finite difference schemes that are known for resulting in discretization matrices

with smaller bandwidth, and other implicit L-stable time-stepping schemes in general formulation.

Throughout this thesis, we have performed the convergence studies with only uniform time-step
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sizes, and applied a time-variable transformation heuristic to deal with the rapid change of solutions

in particular examples as in Sections 2.2.4, 5.1.2, 5.1.3. A better way of handling this difficulty is

to apply the time stepping with variable or adaptive step sizes. For example, by estimating and

controlling the local error at each step, one can choose a suitable step size for the next step such

that the global error maintains high order, and then apply the time stepping with variable step-size

formula, see e.g. [2, 33].

Finally, when solving the American options, various heuristics were employed, including a

stretching operation around t = 0. These measures were implemented to mitigate dominance

of solution errors near t = 0 such that the global errors maintain fourth order. Despite yielding

impressive high-order results, there is room for improvement. The solution of American options

introduces an infinite singularity in time near expiry, posing challenges in achieving perfect fourth-

order convergence. Addressing this issue remains an unresolved problem.



Appendix A

Solution derivatives of American put

option at the free boundary

A.1 Second derivative at the free boundary

The American put option solution v(t, s) on the continuation region satisfies the following free

boundary equation (note that t here denotes the time to maturity)

∂v

∂t
=

1

2
σ2s2

∂2v

∂s2
+ rs

∂v

∂s
− rv, (t, s) ∈ (0, T ]× (sf ,+∞), (A.1)

where sf is the free boundary satisfying the smooth pasting conditions

v(t, sf ) = K − sf ,
∂v

∂s
(t, sf ) = −1. (A.2)

While the second derivative is discontinuous across the free boundary. From (A.1), for a point s

that is infinitely close to sf (t) at some time t, we have

lim
s↓sf (t)

∂2v

∂s2
(t, s) = lim

s↓sf (t)

2

σ2s2

(
∂v

∂t
(t, s)− rs

∂v

∂s
(t, s) + rv(t, s)

)
=

2

σ2s2f

(
lim

s↓sf (t)

∂v

∂t
(t, s)− rsf

∂v

∂s
(t, sf ) + rv(t, sf )

)
=

2

σ2s2f

(
lim

s↓sf (t)

∂v

∂t
(t, s)− rsf (−1) + r(K − sf )

)
=

2

σ2s2f

(
lim

s↓sf (t)

∂v

∂t
(t, sf )− rK

)
.

For the time derivative lims↓sf (t)
∂v
∂t (t, sf ), it turns out, this term is actually zero. First, we can

show that ∂v
∂t (t, sf (t)) = 0 at the free boundary [26]. From the boundary condition (A.2)

∂v

∂t
(t, sf ) + ṡf

∂v

∂s
(t, sf ) =

∂v

∂t
(t, sf ) + ṡf (−1) = −ṡf ,
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where ṡf means taking derivative of the free boundary sf with respect to time t. This immediately

gives

∂v

∂t
(t, sf ) = 0. (A.3)

From [38, Lemma 5], we know that ∂v
∂t (t, s) is continuous across and vanish at the free boundary.

Hence, we also have

lim
s↓sf (t)

∂v

∂t
(t, sf ) = 0.

Therefore, we get

lim
s↓sf (t)

∂2v

∂s2
(t, s) =

2rK

σ2s2f
. (A.4)

We will see later that ∂2v
∂s2

v(t, s) has a jump discontinuity at sf (t) and

∂2v

∂s2
(t, sf (t) =

rK

σ2s2f
.

For notational convenience, we introduce the multi-index notation. Let α = (α1, α2) be a tuple of

2 nonnegative integers. Given a multi-index α, define

v(α) ≡ Dαv(t, s) ≡
(
∂

∂t

)α1
(
∂

∂s

)α2

v(t, s),

assuming the derivatives are valid. Define v
(α)
B ≡ Dαv(t, sf (t)), and v

(α)
↓B ≡ lims↓sf (t)D

αv(t, sf (t)),

e.g. v
(0,2)
B = ∂2v

∂s2
(t, s), v

(0,2)
↓B = lims↓sf (t)

∂2v
∂s2

(t, s).

A.2 Higher derivatives at the free boundary

Given that the solution is smooth enough, we can also derive higher derivatives at the free boundary.

Similar results can be found in [38]. Take the total derivative with respect to t on both sides of

(A.3), we get

v
(2,0)
↓B + ṡfv

(1,1)
↓B = 0. (A.5)

From (A.4), we obtain 1
2σ

2s2fv
(0,2)
↓B = rK, and taking total derivative with respect to t, we get

σ2sf ṡfv
(0,2)
↓B +

1

2
σ2s2f (v

(s,s,t)
↓B + ṡfv

(0,3)
↓B )

=
1

2
σ2s2fv

(s,s,t)
↓B +

1

2
σ2s2f ṡfv

(0,3)
↓B + σ2sf ṡf

2rK

σ2s2f

=
1

2
σ2s2fv

(s,s,t)
↓B +

1

2
σ2s2f ṡfv

(0,3)
↓B + 2rK

ṡf
sf

= 0.

(A.6)
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Taking partial derivative with respect to t on (A.1) and taking the limit s ↓ sf , we get

v
(2,0)
↓B − 1

2
σ2s2fv

(s,s,t)
↓B − rsfv

(s,t)
↓B = 0. (A.7)

where we have used the fact v
(t)
↓B = 0 from (A.3). Taking partial derivative with respect to s to

(A.1) and taking the limit s ↓ sf , we get

v
(1,1)
↓B − σ2sfv

(0,2)
↓B − 1

2
σ2s2fv

(0,3)
↓B − rv

(s)
↓B − rsfv

(0,2)
↓B + rv

(s)
↓B

=v
(1,1)
↓B − (r + σ2)sfv

(0,2)
↓B − 1

2
σ2s2fv

(0,3)
↓B

=v
(1,1)
↓B − 1

2
σ2s2fv

(0,3)
↓B − (r + σ2)

2rK

σ2sf
= 0.

(A.8)

Taking two partial derivatives with respect to s to (A.1) and plugging in sf , we obtain

v
(1,2)
↓B − (r + σ2)sfv

(0,3)
↓B − (r + σ2)v

(0,2)
↓B − 1

2
σ2s2fv

(0,4)
↓B − σ2sfv

(0,3)
↓B

=− 1

2
σ2s2fv

(0,4)
↓B − (r + 2σ2)sfv

(0,3)
↓B + v

(1,2)
↓B − (r + σ2)

2rK

σ2s2f
= 0

(A.9)

Denote X1 = v
(1,1)
↓B ,X2 = v

(2,0)
↓B ,X3 = v

(1,2)
↓B ,X4 = v

(0,3)
↓B ,X5 = v

(0,4)
↓B , we have five equations with five

unknowns from Equations A.5, A.6, A.7, A.8 and A.9

ṡfX1 + X2 = 0,

X1 −
1

2
σ2s2fX4 = (r + σ2)

2rK

σ2sf
,

−rsfX1 + X2 −
σ2s2f
2

X3 = 0,

1

2
σ2s2fX3 +

1

2
σ2s2f ṡfX4 = −2rK

ṡf
sf
,

X3 − (r + 2σ2)sfX4 −
1

2
σ2s2fX5 = (r + σ2)

2rK

σ2s2f
.

(A.10)

Solving the linear system gives

v
(1,1)
↓B = − 2rK

σ2sf

ṡf
sf
,

v
(2,0)
↓B =

2rK

σ2

(
ṡf
sf

)2

,

v
(1,2)
↓B =

4rK

σ4s2f

ṡf
sf

(
ṡf
sf

+ r

)
,

v
(0,3)
↓B = − 4rK

σ4s3f

(
ṡf
sf

+ (r + σ2)

)
,

v
(0,4)
↓B =

4rK

σ4s4f

[
(r + σ2) +

2

σ2

(
ṡf
sf

+ (r + σ2)

)2
]
.

(A.11)
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Since the free boundary sf (t) moves infinitely quickly near expiry [5] and ṡf (t) goes to ∞ at t = 0.

We see that all the higher spatial derivatives above order 2 blows up near t = 0.



Appendix B

Fourier transform of initial conditions

B.1 Fourier transform of the analytic solutions

For reference in Chapter 3, the Fourier transform of the Heaviside, ramp and quadratic ramp

functions are, respectively,

v̂H(t = 0) =

∫ ∞

−∞
e−iωxe−ηxH(x)dx =

∫ ∞

0
e−iωx−ηxdx =

1

iκ

v̂C(t = 0) =

∫ ∞

−∞
e−iωxe−ηxmax(x, 0)dx =

∫ ∞

0
e−iωx−ηxxdx = − 1

κ2
,

v̂Q(t = 0) =

∫ ∞

−∞
e−iωxe−ηxQ(x)dx =

∫ ∞

0

1

2
e−iωx−ηxx2dx = − 1

iκ3
,

where κ = ω − iη for some η > 0. Note that the above transformations can be considered as the

usual Fourier transforms but with frequency in the complex domain. For example, for the Heaviside

function, we have∫ ∞

−∞
e−iκxH(x)dx =

1

iκ
.

The corresponding inverse Fourier transform is just

e−ηxH(x) =
1

2π

∫ ∞

−∞
eiωxv̂

(0)
H dω,

which means

H(x) =
1

2π
eηx
∫ ∞

−∞
eiωxv̂

(0)
H dω =

1

2π

∫ ∞

−∞
eiωx+ηxv̂

(0)
H dω =

1

2π

∫ ∞

−∞
eiκxv̂

(0)
H dω.
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The Fourier transform of solutions e−ηxvH(t, x), e−ηxvC(t, x) and e
−ηxvQ(t, x) are respectively

F [e−ηxvH(x)](ω) =
e−iκµ− 1

2
σ2κ2

iκ
=
e−(iaκ+κ2)t

iκ
,

F [e−ηxvC(x)](ω) = −e
−iκµ− 1

2
σ2κ2

κ2
= −e

−(iaκ+κ2)t

κ2
,

F [e−ηxvQ(x)](ω) = −e
−iκµ− 1

2
σ2κ2

iκ3
= −e

−(iaκ+κ2)t

iκ3
.

B.2 Fourier transform of the discrete Heaviside, ramp and quadratic

ramp functions

B.2.1 The discrete Heaviside function

On a discretized grid xj = (j+(1−α))h with a general alignment value α, the semi-discrete Fourier

transform of the discrete Heaviside function (4.4) is

v̂
(0)
H,h,α(κ) ≡ h

∞∑
j=−∞

e−iκxjH(xj) = h

∞∑
j=0

e−iκ(j+(1−α))h =
he−i(1−α)κh

1− e−iκh
.

The Taylor expansion of h
1−e−iκh is

h

1− e−iκh
=

h

1−
(
1− iκh+ (−iκh)2

2 + (−iκh)3

6 + (−iκh)4

24 + (−iκh)5

120 + (−iκh)6

720 +O(κ7h7)
)

=
h

iκh− i2κ2h2

2 − −i3κ3h3

6 − i4κ4h4

24 − −i5κ5h5

120 − i6κ6h6

720 +O(κ7h7)

=
1

iκ+ κ2h
2 − iκ

3h2

6 − κ4h3

24 + iκ
5h4

120 + κ6h5

720 +O(κ7h6)

=
1

iκ
· 1

1− iκh2 − κ2h2

6 + iκ
3h3

24 + κ4h4

120 − iκ
5h5

720 +O(κ6h6)

=
1

iκ

(
1 + i

κh

2
− κ2h2

12
− κ4h4

720
− i

κ5h5

32
+O(κ6h6)

)
=

1

iκ
+

1

2
h+

iκ

12
h2 +

iκ3

720
h4 − κ4

32
h5 +O(κ5h6).

Applying Taylor expansion to both h
1−e−iκh and e−i(1−α)κh, and using the fact that v̂

(0)
H = 1

iκ , we
obtain

v̂
(0)
H,h,α

=

(
1

iκ
+

h

2
+

iκh2

12
+

iκ3h4

720
+O(κ4h5)

)(
1− i(1− α)κh− (1−α)2κ2h2

2
+i

(1− α)3κ3h3

6
+
(1− α)4κ4h4

24
+O(κ5h5)

)
=v̂

(0)
H +

(
α− 1

2

)
h+

i

2

(
α2 − α+

1

6

)
κh2 +

α(1− α)(2α− 1)

12
κ2h3 + i

(
−α4

24
+

α3

12
− α2

24
+

1

720

)
κ3h4 +O(κ4h5)

=v̂
(0)
H +

(
α− 1

2

)
h+

i

2

((
α− 1

2

)2

− 1

12

)
κh2 +

α(1− α)(2α− 1)

12
κ2h3+i

(
−α4

24
+
α3

12
− α2

24
+

1

720

)
κ3h4 +O(κ4h5),
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where the coefficient in front of κ4h5 term is − 1
32 − α

720 + α3

72 − α4

48 + α5

120 .

In order to achieve fourth-order convergence, we need to get rid of the lower order terms in h.

To attempt to do that, we notice that picking the special alignment values α = 1 and α = 1
2 will

not cancel out all the lower-order terms. In particular, when α = 1,

v̂
(0)
H,h,1(κ) =

h

1− e−iκh
.

which is of first-order accurate since

v̂
(0)
H,h,1 = v̂

(0)
H +

1

2
h+

iκ

12
h2 +

iκ3

720
h4 +O(κ4h5).

When α = 1
2 , it is of second-order accurate since

v̂
(0)

H,h, 1
2

= h
∞∑
j=0

e−iκ(j+1/2)hH(xj) = v̂
(0)
H − i

1

24
κh2 +O(κ3h4).

Note that

1

24

(
eiκ

h
2 − e−iκh

2

)
= i

1

24
κh+O(κ3h3).

Hence,

h
∞∑
j=0

e−iκ(j+1/2)hH(xj) +
h

24

(
e−iκ(−h/2) − e−iκ(h/2)

)
= v̂

(0)
H +O(κ3h4).

Therefore, if we define

H̃ 1
2
(xj) ≡ H(xj) +


1
24 , j = −1

− 1
24 , j = 0

0, else

=



0, j < −1

1
24 , j = −1

23
24 , j = 0

1, j > 0.

(B.1)

this immediately gives us

h

∞∑
j=0

e−iκ(j+1/2)hH̃ 1
2
(xj) = v̂

(0)
H +O(h4)

as desired. This is the motivation for constructing the modification schemes for smoothing opera-

tions.

Note that placing the nonsmoothing point in the midway of grid points leads to some compli-

cations in grid refinement. It is best to align the nonsmooth point on the grid. This can be done

by picking α = 1, and following the same strategy to remove lower order terms by adding

h

(
−1

2
− 1

24
(eiκh − e−iκh)

)
.
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Therefore, if we define

H̃1(xj) ≡ H(xj) +



− 1
24 , j = −1

−1
2 , j = 0

1
24 , j = 1

0, else

=



0, j < −1

− 1
24 , j = −1

1
2 , j = 0

25
24 , j = 1

1, j > 1.

(B.2)

we would have

h
∞∑
j=0

e−iκjhH̃1(xj) = v̂
(0)
H +O(h4)

as desired.

B.2.2 The discrete ramp function

On a discretized grid xj = (j+(1−α))h with a general alignment value α, the semi-discrete Fourier

transform of the discrete ramp function (4.5) is

v̂
(0)
C,h,α ≡ h

∞∑
j=−∞

e−iκxj max(xj , 0) = h
∞∑
j=0

e−iκxjxj = h
∞∑
j=0

e−iκ(j+(1−α))h(j + (1− α))h

= h2e−iκ(1−α)h

(
e−iκh

(1− e−iκh)2
+

1− α

1− e−iκh

)
= h2e−iκ(1−α)h

(
1

(1− e−iκh)2
− α

1− e−iκh

)
.

Applying Taylor expansion as in the previous section, we have

1

1− e−iκh
=

1

iκh
+

1

2
+
iκ

12
h+

iκ3

720
h3 − κ4

32
h4 +O(κ5h5),

and

1

(1− e−iκh)2
=

1(
iκh+ κ2h2

2 − iκ
3h3

6 − κ4h4

24 + iκ
5h5

120 + κ6h6

720 +O(κ7h7)
)2

=
1

(iκh)2
· 1(

1−
(
iκh2 + κ2h2

6 − iκ
3h3

24 − κ4h4

120 + iκ
5h5

720 +O(κ6h6)
))2

= − 1

κ2h2
1

1−
(
iκh+ 7

12κ
2h2 − i14κ

3h3 − 31
360κ

4h4 + iκ
5h5

40 +O(κ6h6)
)

= − 1

κ2h2

(
1 + iκh− 5

12
κ2h2 − i

1

12
κ3h3 +

1

240
κ4h4 − i

κ5h5

720
+O(κ6h6)

)
.
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Hence,

h2
(

1

(1− e−iκh)2
− α

1− e−iκh

)
=

− 1

κ2
− i(1− α)

h

κ
+

(
5

12
− α

2

)
h2 + i

1− α

12
κh3 − 1

240
κ2h4 + i

1− α

720
κ3h5 +O(κ4h6),

and

v̂
(0)
C,h,α = h2e−iκ(1−α)h

(
1

(1− e−iκh)2
− α

1− e−iκh

)
=

(
− 1

κ2
− i(1− α)

h

κ
+

(
5

12
− α

2

)
h2 + i

1− α

12
κh3 − 1

240
κ2h4 + i

1− α

720
κ3h5 +O(κ4h6)

)
·
(
1−i(1−α)κh− (1−α)2

2
κ2h2 + i

(1−α)3

6
κ3h3 +

(1−α)4

24
κ4h4−i(1−α)

5

120
κ5h5 +O(κ6h6)

)
= v̂

(0)
C − 1

2

(
α2−α+

1

6

)
h2+

i

6
α(1−α)(2α−1)κh3+

1

240

(
30α2(1−α)2−1

)
κ2h4 +O(κ3h5),

where the coefficient in front of the κ3h5 term is i
(
− α

180 + α3

18 − α4

12 + α5

30

)
.

Again, we observe that by picking either α = 1 or α = 1
2 will not cancel out all the lower-order

errors. In particular, when α = 1,

v̂
(0)
C,h,α=1 = v̂

(0)
C − 1

12
h2 +O(κ2h4).

We still need to get rid of the low-order term −h2

12 . Notice that x0 = 0, this can be achieved by

simply adding h2

12 such that

v̂
(0)
C,h,α=1 +

h2

12
= h

∞∑
j=−∞

e−iκxjC1(xj) +
h2

12
e−iκx0 = v̂

(0)
C +O(h4).

Therefore, if we define

C̃1(xj) ≡ max(xj , 0) +

 h
12 , j = 0

0, else.
=


0, j ≤ −1

h
12 , j = 0

jh, j ≥ 1

(B.3)

we would have

h
∞∑

j=−∞
e−iκxj C̃1(xj) == v̂

(0)
C +O(h4).

as desired. On the other hand, if we choose α = 1/2,

v̂
(0)

C,h,α= 1
2

= v̂
(0)
C +

1

24
h2 +O(κ2h4).
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We need to get rid of the low-order term 1
24h

2. This can be achieved by noticing that

− 1

48
(eiκh/2 + e−iκh/2) = − 1

24
+

1

192
κ2h2 +O(h4).

Hence, we can define

C̃1/2(xj) ≡ max(xj , 0) +

− h
48 , j = −1, 0

0, else,
=



0, j < −1

− h
48 , j = −1

23h
48 , j = 0

(j + 1
2)h, j > 0.

(B.4)

and have

h
∞∑
j=0

e−iκxj C̃ 1
2
(xj) = v̂

(0)
C +O(h4).

as desired.

B.2.3 The discrete quadratic ramp function

For the discrete quadratic ramp function (4.6), its semi-discrete Fourier transform is

v̂
(0)
Q,h,α ≡ h

∞∑
j=−∞

e−iκxj
x2j
2
Hα(xj) =

h3

2

e−iκ(1−α)h

(1− e−iκh)3

(
(1− α)2 − (2α2 − 2α− 1)e−iκh + α2e−i2κh

)
.

We derive the Taylor expansion of v̂
(0)
Q,h,α. First, since

1

(1− e−iκh)3
=

1(
iκh+ κ2h2

2 − iκ
3h3

6 − κ4h4

24 + iκ
5h5

120 + κ6h6

720 +O(κ7h7)
)3

=
1

(iκh)3
· 1(

1−
(
iκh2 + κ2h2

6 − iκ
3h3

24 − κ4h4

120 + iκ
5h5

720 +O(κ6h6)
))3

=
1

(iκh)3
· 1

1−
(
i3κh2 + 5κ2h2

4 − i3κ
3h3

4 − 43κ4h4

120 + i23κ
5h5

160 +O(κ6h6)
)

=
i

κ3h3

(
1 + i

3κh

2
− κ2h2 − i

3κ3h3

8
+

19κ4h4

240
− i

11κ5h5

80
+O(κ6h6)

)
.
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Therefore, we have

v̂
(0)
Q,h,α =

h3

2
e−iκ(1−α)h (1− α)2 − (2α2 − 2α− 1)e−iκh + α2e−i2κh

(1− e−iκh)3

=
h3

2

(
1−i(1−α)κh− (1−α)2κ2h2

2
+i

(1−α)3κ3h3

6
+
(1−α)4κ4h4

24
−i(1−α)

5κ5h5

120
+O(κ6h6)

)
·
[
(1−α)2−(2α2−2α−1)

(
1−iκh−κ2h2

2
+i
κ3h3

6
+
κ4h4

24
−iκ

5h5

120
+O(κ6h6)

)
+α2

(
1−iκh−κ2h2

2
+i
κ3h3

6
+
κ4h4

24
−iκ

5h5

120
+O(κ6h6)

)2
]

· i

κ3h3

(
1 + i

3κh

2
− κ2h2 − i

3κ3h3

8
+

19κ4h4

240
− i

11κ5h5

80
+O(κ6h6)

)
=

i

2κ3

(
2−i(α

3

3
−α2

2
+
α

6
)κ3h3+(

α4

4
−α3

2
+
α2

4
− 1

120
)κ4h4−i( 1

240
−α3

6
+
α4

4
−α5

10
)κ5h5+O(κ6h6)

)
=
i

κ3

(
1−i(α

3

6
−α2

4
+
α

12
)κ3h3+(

α4

8
−α3

4
+
α2

8
− 1

240
)κ4h4−i( 1

480
−α3

12
+
α4

8
−α5

20
)κ5h5+O(κ6h6)

)
=v̂

(0)
Q +

α

12
(2α2−3α+ 1)h3 + i

1

8
(α4−2α3 + α2− 1

30
)κh4 + (

1

480
−α3

12
+
α4

8
−α5

20
)κ2h5 +O(κ3h6).



Appendix C

Derivation of smoothing modifications

In this appendix, we provide the details for deriving the explicit smoothing formulas with both

the smoothing operator (3.35) proposed by [31] and the novel smoothing modification technique

introduced in this thesis. We prove the results in Table 3.1 and the remaining formulas in Tables

4.1, 4.2 and 4.3 whose derivations are omitted in the main text. Moreover, we derive the fifth-order

smoothing modifications of the Dirac delta, Heavisde, ramp and quadratic ramp functions. All the

formulas with fifth-order modifications are listed in Tables C.1, C.2 and C.3. The formulas in these

tables should be compared with the fourth-order modification formulas in Tables 4.1, 4.2 and 4.3.

C.1 Convolution-type smoothing [31]

In [31], the authors suggested some special smoothing operators Φ that satisfy both (4.7) and (4.8).

The operator Φχ of order χ can be chosen such that its Fourier transform

Φ̂χ(ω) =
Pχ(sin(ω/2))

(ω/2)χ
,

where Pχ(sin(ω/2)) are polynomials in sin(ω/2) of lowest degree so that

Pχ(sin(ω/2)) = (ω/2)χ +O(ω2χ). (C.1)

In general, Pχ has the form

Pχ(sin(ω/2)) =
ν∑

j=0

cj sin
χ+j ω

2
,

where ν = χ− 1 for χ odd, and ν = χ− 2 for χ even, and the coefficients cj are determined such

that the order condition (C.1) is satisfied. In particular, we can show

P4(sin(ω/2)) = sin4
ω

2
+

2

3
sin6

ω

2
,

109
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c
[5]
δ,j x−4 : x0 x−3 : x1 x−2 : x2 x−1 : x3 x0 : x4

j < −4 0 0 0 0 0

j = −4 α4+2α3−α2−2α
24h 0 0 0 0

j = −3 −α4−3α3+α2+3α
6h

α4−2α3−α2+2α
24h 0 0 0

j = −2 α4+4α3+α2−6α
4h

−α4+α3+4α2−4α
6h

α4−6α3+11α2−6α
24h 0 0

j = −1 −α4−5α3−5α2+5α
6h

α4−5α2

4h
−α4+5α3−5α2−5α

6h
α4−10α3+35α2−50α

24h 0

j = 0 α4+6α3+11α2+6α
24h

−α4−α3+4α2+4α
6h

α4−4α3+α2+6α
4h

−α4+9α3−26α2+24α
6h

α4−14α3+71α2−154α
24h

j = 1 0 α4+2α3−α2−2α
24h

−α4+3α3+α2−3α
6h

α4−8α3+19α2−12α
4h

−α4+13α3−59α2+107α
6h

j = 2 0 0 α4−2α3−α2+2α
24h

−α4+7α3−14α2+8α
6h

α4−12α3+49α2−78α
4h

j = 3 0 0 0 α4−6α3+11α2−6α
24h

−α4+11α3−41α2+61α
6h

j = 4 0 0 0 0 α4−10α3+35α2−50α
24h

j > 4 0 0 0 0 0

C5 iα
5+5α4+5α3−5α2−6α

120 iα
5−5α3+4α

120 iα
5−5α4+5α3+5α2−6α

120 iα
5−10α4+35α3−50α2+24α

120 iα
5−15α4+85α3−225α2+274α

120

Table C.1: Fifth-order smoothing modifications to discrete Dirac delta function (4.16) along with
the leading order coefficient C5 of the O(ω5h5) term of the error in its Fourier transform represen-
tation.

c
[5]
H,j x−3 : x0 x−2 : x1 x−1 : x2 x0 : x3

j < −3 0 0 0 0

j = −3 30α4−60α2+11
720 0 0 0

j = −2 −30α4−40α3+120α2−21
240

30α4−120α3+120α2−19
720 0 0

j = −1 30α4+80α3−60α2−240α+131
240

−30α4+80α3+60α2−240α+109
240

30α4−240α3+660α2−720α+251
720 0

j = 0 −30α4−120α3−120α2+19
720

30α4−40α3−120α2+21
240

−30α4+200α3−360α2+59
240

30α4−360α3+1560α2−2880α+1181
720

j = 1 0 −30α4+60α2−11
720

30α4−160α3+180α2−29
240

−30α4+360α3−1140α2+1440α−531
240

j = 2 0 0 −30α4+120α3−120α2+19
720

30α4−280α3+840α2−960α+341
240

j = 3 0 0 0 −30α4+240α3−660α2+720α−251
720

j > 3 0 0 0 0

C5 6α5+15α4−10α3−30α2−17
720

6α5−15α4−10α3+30α2−40
720

6α5−45α4+110α3−90α2−9
720

6α5−75α4+350α3−750α2+720α−260
720

Table C.2: Fifth-order smoothing modifications to discrete Heaviside function (4.4) along with the
leading order coefficient C5 of O(κ4h5) term of the error in its Fourier transform representation.
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c
[5]
C,j c

[5]
Q,j

x−2 : x0 x−1 : x1 x0 : x2 x−1 : x0 x0 : x1

j < −2 0 0 0 0 0

j = −2 (10α4−20α3+10α−1)h
240 0 0 0 0

j = −1 (−10α4+60α2−60α+11)h)
120

(10α4−60α3+120α2−90α+19)h
240 0 (10α4−40α3+50α2−20a+1)h2

240 0

j = 0 (10α4+20α3−10α−1)h
240

(−10α4+40α3−20α+1)h
120

(10α4−100α3+360α2−310α+59)h
240

(−10α4+10α2−1)h2

240
(10α4−80α3+110α2−40α+1)h2

240

j = 1 0 (10α4−20α3+10α−1)h
240

(−10α4+80α3−180α2+140α−29)h
120 0 (−10α4+40α3−50α2+20α−1)h2

240

j = 2 0 0 (10α4−60α3+120α2−90α+19)h
240 0 0

j > 2 0 0 0 0 0

C5 i−6α5+20α3−11α
720 i−6α5+30α4−40α3+19α−3

720 i−6α5+60α4−220α3+360α2−251α+54
720

−2α5+5α4−5α2−α+1
240

−2α5+15α4−40α3+45α2−21α+2
240

Table C.3: Fifth-order smoothing modifications to discrete ramp and quadratic ramp functions
(4.5), (4.6) along with the leading order coefficients C5 of the O(κ3h5) and O(κ2h5) terms of the
errors, in their Fourier transform representations.

as we have seen in (3.35), and

P5(sin(ω/2)) = sin5
ω

2
+

5

6
sin7

ω

2
+

47

72
sin9

ω

2
.

To derive the explicit formulas of the smoothed functions, we first obtain the inverse Fourier

transform Φχ = F−1[Φ̂χ], and then apply the convolution-type smoothing

M
(χ)
h g(x) =

∫
Φχ(y)g(x− hy)dy, (C.2)

where the integration limits are (−χ+ 1
2 , χ− 1

2) for χ odd and (−χ+ 1, χ− 1) for χ even.

Lemma C.1.1. Let

B̂χ,m(ω) =
sinχ+m(ω/2)

(ω/2)χ
,

where χ and m are nonnegative integers with χ ≥ 1 and m being even. The inverse Fourier

transform Bχ,m = F−1[ ˆBχ,m] is

Bχ,m(x) =
(−1)m/2

2m(χ− 1)!

χ+m∑
k=0

(
χ+m

k

)
(−1)k

(
x− k +

χ+m

2

)χ−1

+

, (C.3)

where (x− ·)χ+ = (x− ·)χH(x− ·) is the shifted one-sided power function.

Proof. The lemma can be proved following similar procedures for the case when m = 0 in [57].

Applying Lemma C.1.1, we can easily show that

Φ4(x) =
1

36
(−(x− 3)3+ + 12(x− 2)3+ − 39(x− 1)3+ + 56(x)3+

− 39(x+ 1)3+ + 12(x+ 2)3+ − (x+ 3)3+),
(C.4)
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which is a piece-wise polynomial of degree-3 and vanishes outside (−3, 3), and

Φ5(x) =
1

27648
×(

−47(x− 4.5)4+ + 663(x− 3.5)4+ − 4524(x− 2.5)4+ + 14748(x− 1.5)4+ − 25842(x− 0.5)4+

+25842(x+ 0.5)4+ − 14748(x+ 1.5)4+ + 4524(x+ 2.5)4+ − 663(x+ 3.5)4+ + 47(x+ 4.5)4+
)
,

(C.5)

which is a piece-wise polynomial of degree-4 and vanishes outside (−4.5, 4.5). Notice the wider

support of Φ5(x) in comparison to the Φ4(x). Plugging (C.4) into (C.2), we obtain the fourth-

order smoothing modification formulas given in Table 3.1. Plugging (C.5) into (C.2), we obtain the

fifth-order smoothing modification formulas, and so on. Higher-order smoothings can be similarly

derived. Once the convolving operators Φ’s are explicitly written out using Lemma C.1.1, the final

smoothing formulas can be trivially obtained from the integration (C.2) since Φ’s are piece-wise

polynomials. Due to the length of the final expressions of fifth order smoothing, we omit to display

them in the thesis. We point out that the difference between the convolution-type smoothing and

the new smoothing we proposed, in the number of grid values that need to be smoothed, becomes

even more dramatic for higher order smoothings due to the growing support of the convolving

operator Φ. For the fifth-order smoothing, for example, the convolution involves 9 grid points and

requires the existence of 10 grid points in total, with 4 or 5 points on each side of the nonsmooth

point depending on the location of the discontinuity. This poses constraints on the location of the

nonsmooth point and on the grid size in space. In contrast, the novel smoothings in Tables C.1,

C.2 and C.3 we proposed only requires to modify 4 points at most, providing more flexibility to

the discretization.

C.2 The Dirac delta function

C.2.1 Fifth-order smoothing of the Dirac delta function

We already derived in detail a fourth-order smoothing for the discrete delta function in the main

text. To obtain fifth-order smoothing, we just need modify one more grid value, e.g. at x2, such

that

c
[5]
δ,−2 + c

[5]
δ,−1 + c

[5]
δ,0 + c

[5]
δ,1 + c

[5]
δ,2 = 0,

(1 + α)c
[5]
δ,−2 + αc

[5]
δ,−1 − (1− α)c

[5]
δ,0 − (2− α)c

[5]
δ,1 − (3− α)c

[5]
δ,2=

1
h(−α1α<0.5 + (1− α)1α≥0.5),

− (1+α)2

2 c
[5]
δ,−2 −

α2

2 c
[5]
δ,−1 −

(1−α)2

2 c
[5]
δ,0 −

(2−α)2

2 c
[5]
δ,1 −

(3−α)2

2 c
[5]
δ,2 = 1

2h(α
2
1α<0.5 + (1− α)21α≥0.5),

− (1+α)3

6 c
[5]
δ,−2 −

α3

6 c
[5]
δ,−1 +

(1−α)3

6 c
[5]
δ,0 +

(2−α)3

6 c
[5]
δ,1 +

(3−α)3

6 c
[5]
δ,2 = 1

6h(α
3
1α<0.5 − (1− α)31α≥0.5),

(1+α)4

24 c
[5]
δ,−2 +

α4

24 c
[5]
δ,−1 +

(1−α)4

24 c
[5]
δ,0 +

(2−α)4

24 c
[5]
δ,1 +

(3−α)4

24 c
[5]
δ,2 = 1

24h(−α
4
1α<0.5 − (1− α)41α≥0.5),
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which gives the values of c
[5]
−2 to c

[5]
2

c
[5]
δ,−2 =

1
24h(α

4 − 6α3 + 11α2 − 6α),

c
[5]
δ,−1 =

1
6h(−α

4 + 5α3 − 5α2 − 5α) + 1
h1α≥0.5,

c
[5]
δ,0 =

1
4h(α

4 − 4α3 + α2 + 6α)− 1
h1α≥0.5,

c
[5]
δ,1 =

1
6h(−α

4 + 3α3 + α2 − 3α),

c
[5]
δ,2 =

1
24h(α

4 − 2α3 − α2 + 2α).

(C.6)

Let c
[5]
δ,j = 0 for j ≥ 3 and j ≤ −3. We get a fifth-order smoothed discretization of the delta initial

condition δ
[5]
α (xj) ≡ δα(xj) + c

[5]
δ,j , and in the Fourier domain

δ̂[5]α = v̂δ(t = 0) + i
α(α− 1)(α3 − 4α2 + α+ 6)

120
ω5h5 +O(ω6h6).

C.2.2 Smoothing of an alternative discrete Dirac delta function

We show in this section that the final smoothed discretization does not depend on the original

discretization, due to linearity of the smoothing procedure. In second-order methods, the delta

initial condition is typically discretized as [25, 7]

δα(xj) ≡


1−α
h , j = −1,

α
h , j = 0,

0, else,

(C.7)

which is equivalent to the second-order smoothing in [31], whose semi-discrete Fourier transform is

v̂
(0)
δ,h,α ≡ h

∞∑
j=−∞

e−iωxjδα(xj) = (1− α)eiωαh + αe−iω(1−α)h.

Applying Taylor expansion and using the fact that v̂
(0)
δ = 1, we have

v̂
(0)
δ,h,α = v̂

(0)
δ + α(1− α)

(
−1

2
ω2h2 − i

1

6
(2α− 1)ω3h3 +

1

24
(3α2 − 3α+ 1)ω4h4 +O(ω5h5)

)
. (C.8)

Therefore, we can see that when α = 1, the discrete version v̂
(0)
δ,h,α = 1 approximates the true Fourier

transform of delta function exactly.

In order to cancel out the low-order terms in (C.8), we need to have

h

1∑
j=−2

c
[4]
δ,je

−iω(j+(1−α))h

=
1

2
α(1− α)ω2h2 + i

1

6
α(1− α)(2α− 1)ω3h3 − 1

24
α(1− α)(3α2 − 3α+ 1)ω4h4 +O(ω5h5).

(C.9)
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Applying Taylor expansion to the left-hand side of (C.9) and combining terms, we have

h

1∑
j=−2

c
[4]
δ,je

−iω(j+(1−α))h = (c
[4]
δ,−2 + c

[4]
δ,−1 + c

[4]
δ,0 + c

[4]
δ,1)h

+ i((1 + α)c
[4]
δ,−2 + αc

[4]
δ,−1 − (1− α)c

[4]
δ,0 − (2− α)c

[4]
δ,1)ωh

2

+

(
−(1 + α)2

2
c
[4]
δ,−2 −

α2

2
c
[4]
δ,−1 −

(1− α)2

2
c
[4]
δ,0 −

(2− α)2

2
c
[4]
δ,1

)
ω2h3

+ i

(
−(1 + α)3

6
c
[4]
δ,−2 −

α3

6
c
[4]
δ,−1 +

(1− α)3

6
c
[4]
δ,0 +

(2− α)3

6
c
[4]
δ,1

)
ω3h4 + · · · .

(C.10)

for some coefficients c
[4]
δ,−2, c

[4]
δ,−1, c

[4]
δ,0, c

[4]
δ,1 to be determined. To match the terms between the right-

hand sides of (C.9) and (C.10), we need

c
[4]
δ,−2 + c

[4]
δ,−1 + c

[4]
δ,0 + c

[4]
δ,1 = 0,

(1 + α)c
[4]
δ,−2 + αc

[4]
δ,−1 − (1− α)c

[4]
δ,0 − (2− α)c

[4]
δ,1 = 0,

− (1+α)2

2 c
[4]
δ,−2 −

α2

2 c
[4]
δ,−1 −

(1−α)2

2 c
[4]
δ,0 −

(2−α)2

2 c
[4]
δ,1 = 1

2hα(1− α),

− (1+α)3

6 c
[4]
δ,−2 −

α3

6 c
[4]
δ,−1 +

(1−α)3

6 c
[4]
δ,0 +

(2−α)3

6 c
[4]
δ,1 = 1

6hα(1− α)(2α− 1).

Solving the equations for c
[4]
δ,−2, c

[4]
δ,−1, c

[4]
δ,0 and c

[4]
δ,1, we get

c
[4]
δ,−2 = − 1

6h(α
3 − 3α2 + 2α),

c
[4]
δ,−1 = 1

2h(α
3 − 2α2 + α),

c
[4]
δ,0 = 1

2h(−α
3 + α2),

c
[4]
δ,1 = 1

6h(α
3 − α).

Let c
[4]
δ,j = 0 for j ≥ 2 and j ≤ −3. We get a fourth-order smoothed discretization of the delta

initial condition δ
[4]
α (xj) ≡ δα(xj) + c

[4]
δ,j , where we see that c

[4]
δ,j = c

[4]
δ,j(α) is a function of α.

For the fifth-order smoothing, we need

h

2∑
j=−2

c
[5]
δ,je

−iω(j+(1−α))h = (c
[5]
δ,−2 + c

[5]
δ,−1 + c

[5]
δ,0 + c

[5]
δ,1 + c

[5]
δ,2)h

+ i((1 + α)c
[5]
δ,−2 + αc

[5]
δ,−1 − (1− α)c

[5]
δ,0 − (2− α)c

[5]
δ,1 − (3− α)c

[5]
δ,2)ωh

2

+

(
−(1 + α)2

2
c
[5]
δ,−2 −

α2

2
c
[5]
δ,−1 −

(1− α)2

2
c
[5]
δ,0 −

(2− α)2

2
c
[5]
δ,1 −

(3− α)2

2
c
[5]
δ,2

)
ω2h3

+ i

(
−(1 + α)3

6
c
[5]
δ,−2 −

α3

6
c
[5]
δ,−1 +

(1− α)3

6
c
[5]
δ,0 +

(2− α)3

6
c
[5]
δ,1 +

(3− α)3

6
c
[5]
δ,2

)
ω3h4

+

(
(1 + α)4

24
c
[5]
δ,−2 +

α4

24
c
[5]
δ,−1 +

(1− α)4

24
c
[5]
δ,0 +

(2− α)4

24
c
[5]
δ,1 +

(3− α)4

24
c
[5]
δ,2

)
ω4h5 + · · · .

(C.11)
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such that

c
[5]
δ,−2 + c

[5]
δ,−1 + c

[5]
δ,0 + c

[5]
δ,1 + c

[5]
δ,2 = 0,

(1 + α)c
[5]
δ,−2 + αc

[5]
δ,−1 − (1− α)c

[5]
δ,0 − (2− α)c

[5]
δ,1 − (3− α)c

[5]
δ,2 = 0,

− (1+α)2

2 c
[5]
δ,−2 −

α2

2 c
[5]
δ,−1 −

(1−α)2

2 c
[5]
δ,0 −

(2−α)2

2 c
[5]
δ,1 −

(3−α)2

2 c
[5]
δ,2 = 1

2hα(1− α),

− (1+α)3

6 c
[5]
δ,−2 −

α3

6 c
[5]
δ,−1 +

(1−α)3

6 c
[5]
δ,0 +

(2−α)3

6 c
[5]
δ,1 +

(3−α)3

6 c
[5]
δ,2 = 1

6hα(1− α)(2α− 1),

(1+α)4

24 c
[5]
δ,−2 +

α4

24 c
[5]
δ,−1 +

(1−α)4

24 c
[5]
δ,0 +

(2−α)4

24 c
[5]
δ,1 +

(3−α)4

24 c
[5]
δ,2 = − 1

24hα(1− α)(3α2 − 3α+ 1),

which gives the values of c
[5]
−2 to c

[5]
2

c
[5]
δ,−2 =

1
24h(α

4 − 6α3 + 11α2 − 6α),

c
[5]
δ,−1 =

1
6h(−α

4 + 5α3 − 5α2 + α),

c
[5]
δ,0 =

1
4h(α

4 − 4α3 + α2 + 2α),

c
[5]
δ,1 =

1
6h(−α

4 + 3α3 + α2 − 3α),

c
[5]
δ,2 =

1
24h(α

4 − 2α3 − α2 + 2α).

(C.12)

Let c
[5]
δ,j = 0 for j ≥ 3 and j ≤ −3. We get a fifth-order smoothed discretization of the delta initial

condition δ
[5]
α (xj) ≡ δα(xj)+ c

[5]
δ,j . From the results of both the fourth- and fifth-order smoothing to

(C.7), we see that its final smoothed values are exactly the same as the final fourth- and fifth-order

smoothed values to (4.3). This supports the linearity of the smoothing procedure.

C.3 The Heaviside function

For the discrete Heaviside function (4.4), consider adding modifications c
[4]
H,−1, c

[4]
H,0, c

[4]
H,1 toHα(x−1),

Hα(x0), Hα(x1), respectively. In order to cancel out the low order terms in (4.10), we need to have

h

1∑
j=−1

c
[4]
H,je

−iκ(j+(1−α))h = −
(
α− 1

2

)
h− i

1

2

((
α− 1

2

)2

− 1

12

)
κh2

− α(1− α)(2α− 1)

12
κ2h3 − i

(
−α

4

24
+
α3

12
− α2

24
+

1

720

)
κ3h4 +O(κ4h5).

(C.13)

Similarly, we can apply Taylor expansion to the left-hand side of (C.13) and combine terms to get

h

1∑
j=−1

c
[4]
H,je

−iκ(j+(1−α))h = (c
[4]
H,−1 + c

[4]
H,0 + c

[4]
H,1)h

+ i(αc
[4]
H,−1 − (1− α)c

[4]
H,0 − (2− α)c

[4]
H,1)κh

2

+

(
−α

2

2
c
[4]
H,−1 −

(1− α)2

2
c
[4]
H,0 −

(2− α)2

2
c
[4]
H,1

)
κ2h3 + · · · .

(C.14)
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To match the terms between the right-hand sides of (C.13)] and (C.14), we need
c
[4]
H,−1 + c

[4]
H,0 + c

[4]
H,1 = −

(
α− 1

2

)
,

αc
[4]
H,−1 − (1− α)c

[4]
H,0 − (2− α)c

[4]
H,1 = −1

2

((
α− 1

2

)2 − 1
12

)
,

−α2

2 c
[4]
H,−1 −

(1−α)2

2 c
[4]
H,0 −

(2−α)2

2 c
[4]
H,1 = − 1

12α(1− α)(2α− 1),

for some coefficients c
[4]
H,−1, c

[4]
H,0, c

[4]
H,1 to be determined. Solving the equations for c

[4]
H,−1, c

[4]
H,0 and

c
[4]
H,1, we get
c
[4]
H,−1 = −1

6α
3 + 3

4α
2 − α+ 3

8 ,

c
[4]
H,0 = 1

3α
3 − α2 + 1

6 ,

c
[4]
H,1 = −1

6α
3 + 1

4α
2 − 1

24 .

Let c
[4]
H,j = 0 for j ≥ 1 and j ≤ −1. We get a fourth-order discretization of the Heaviside initial

condition H
[4]
α (xj) ≡ Hα(xj) + c

[4]
H,j for a general α alignment. In particular, plugging α = 1 into

the formulas, we get the initial condition modification when the point of nonsmoothness x = 0

lies exact on grid point, as shown in Appendix B.2.1 in (B.2). When the point of nonsmoothness

remain midway between two grid points, the modification is given by (B.1) in Appendix B.2.1.

Again, we can modify one additional grid value to get fifth-order smoothing so that the coeffi-

cient of O(h4) term is independent of the alignment α. Suppose we choose to modify the value at

x−2, then

h
1∑

j=−2

c
[5]
H,je

−iκ(j+(1−α))h = (c
[5]
H,−2 + c

[5]
H,−1 + c

[5]
H,0 + c

[5]
H,1)h

+ i((1 + α)c
[5]
H,−2 + αc

[5]
H,−1 − (1− α)c

[5]
H,0 − (2− α)c

[5]
H,1)κh

2

+

(
−(1 + α)2

2
c
[5]
H,−2 −

α2

2
c
[5]
H,−1 −

(1− α)2

2
c
[5]
H,0 −

(2− α)2

2
c
[5]
H,1

)
κ2h3

+ i

(
−(1 + α)3

6
c
[5]
H,−2 −

α3

6
c
[5]
H,−1 +

(1− α)3

6
c
[5]
H,0 +

(2− α)3

6
c
[5]
H,1

)
κ3h4 + · · · .

(C.15)

To match the terms between (C.13) and (C.15), we need

c
[5]
H,−2 + c

[5]
H,−1 + c

[5]
H,0 + c

[5]
H,1 = −

(
α− 1

2

)
,

(1 + α)c
[5]
H,−2 + αc

[5]
H,−1 − (1− α)c

[5]
H,0 − (2− α)c

[5]
H,1 = −1

2

((
α− 1

2

)2 − 1
12

)
,

− (1+α)2

2 c
[5]
H,−2 −

α2

2 c
[5]
H,−1 −

(1−α)2

2 c
[5]
H,0 −

(2−α)2

2 c
[5]
H,1 = − 1

12α(1− α)(2α− 1),

− (1+α)3

6 c
[5]
H,−2 −

α3

6 c
[5]
H,−1 +

(1−α)3

6 c
[5]
H,0 +

(2−α)3

6 c
[5]
H,1 = α4

24 − α3

12 + α2

24 − 1
720 ,

which gives the values of c
[5]
H,−2 to c

[5]
H,1. Let c

[5]
H,j = 0 for j ≤ −3 and j ≥ 2. and we get a fifth-order

smoothed discretization of the Heaviside initial condition H
[5]
α (xj) ≡ Hα(xj) + c

[5]
H,j .
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C.4 The ramp function

For the discrete ramp initial condition (4.5), consider adding modifications c
[4]
C,−1, c

[4]
C,0 to Cα(x−1),

Cα(x0), respectively. In order to cancel out the low order terms in (4.11), we need

h

0∑
j=−1

c
[4]
C,je

−iκ(j+(1−α))h

=
1

12
(6α2 − 6α+ 1)h2 − i

1

6
α(1− α)(2α− 1)κh3 − 1

240

(
30α2(1− α)2 − 1

)
κ2h4 +O(κ3h5),

(C.16)

Applying Taylor expansion to the left-hand side of (C.16), we get

h

0∑
j=−1

c
[4]
C,je

−iκ(j+(1−α))h = (c
[4]
C,−1 + c

[4]
C,0)h+ i(αc

[4]
C,−1 − (1− α)c

[4]
C,0)κh

2 +O(κ2h3). (C.17)

To match the terms between the right-hand sides of (C.16) and (C.17), we need to havec
[4]
C,−1 + c

[4]
C,0 = 1

2(α
2 − α+ 1/6)h,

αc
[4]
C,−1 − (1− α)c

[4]
C,0 = −1

6α(1− α)(2α− 1)h.

Solving the equations for c
[4]
C,−1 and c

[4]
C,0, we getc

[4]
C,−1 = h

12(1− 2α3 + 6α2 − 5α),

c
[4]
C,0 = h

12(2α
3 − α).

Therefore, we get a fourth-order discretization of the ramp (call-type) initial condition C
[4]
α (xj) ≡

max(xj , 0) + c
[4]
C,j(xj). for any general α alignment. In Appendix B.2.2, Equations (B.3) and

(B.4), we develop the discretization modifications for the special alignment values α = 1 and 0.5,

respectively.

To get one order higher smoothness, we add modification to one more point

h

1∑
j=−1

c
[5]
C,je

−iκ(j+(1−α))h = (c−1 + c0 + c1)h

+ i(αc
[5]
C,−1 − (1− α)c

[5]
C,0 − (2− α)c

[5]
C,1)κh

2

+

(
−α

2

2
c
[5]
C,−1 −

(1− α)2

2
c
[5]
C,0 −

(2− α)2

2
c
[5]
C,1

)
κ2h3 + · · · .

(C.18)

To match the terms between the right-hand sides of (C.16) and (C.18), we need to have
c
[5]
C,−1 + c

[5]
C,0 + c

[5]
C,1 = 1

2(α
2 − α+ 1/6)h,

αc
[5]
C,−1 − (1− α)c

[5]
C,0 − (2− α)c

[5]
C,1 = −1

6α(1− α)(2α− 1)h,

−α2

2 c
[5]
C,−1 −

(1−α)2

2 c
[5]
C,0 −

(2−α)2

2 c
[5]
C,1 = − 1

240(30α
2(1− α)2 − 1)h.
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Solving the equations for c
[5]
C,−1, c

[5]
C,0 and c

[5]
C,1 gives

c
[5]
C,−1 =

h
240

(
10α4 − 60α3 + 120α2 − 90α+ 19

)
,

c
[5]
C,0 =

h
120

(
−10a4 + 40α3 − 20α+ 1

)
,

c
[5]
C,1 =

h
240

(
10α4 − 20α3 + 10α− 1

)
.

(C.19)

Let c
[5]
C,j = 0 for j ≤ −2 and j ≥ 2. We get a fifth-order smoothed discretization of the ramp initial

condition C
[5]
α (xj) ≡ max(xj , 0) + c

[5]
C,j .

C.5 The quadratic ramp function

For the quadratic ramp function, we repeat here the semi-discrete Fourier transform (4.12) of the

discretization

v̂
(0)
Q,h,α = v̂Q(t = 0) +

α

12

(
2α2 − 3α+ 1

)
h3 + i

α2

8

(
α2 − 2α+ 1

)
κh4 +O(κ2h5). (C.20)

The fourth-order convergence can be achieved by adding a single modification to any point, such

that

hc
[4]
Q,je

−i(j+(1−α))κh = − α

12

(
2α2 − 3α+ 1

)
h3 +O(κh4),

which gives

c
[4]
Q,j = − α

12

(
2α2 − 3α+ 1

)
h2,

Let c
[4]
Q,0 = 0 for j ̸= 0. We have Q

[4]
α (xj) = Qα(xj) + c

[4]
Q,j . We also see that the same value c

[4]
Q,0

can be added to any point to achieve the fourth-order accuracy, but will result in different leading

order coefficients in the errors. To get rid of the dependency on the alignment α, we can modify

one more point and let Q
[5]
α (xj) = Qα(xj) + c

[5]
Q,j , wherec

[5]
Q,−1 =

1
24(α

4 − 4α3 + 5α2 − 2α)h2,

c
[5]
Q,0 =

1
24α

2(1− α2)h2,

and c
[5]
Q,j = 0 for j ≤ −2 and j ≥ 1.
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