Abstract

This paper introduces the requirements modeling language called Techne, in response to a new core ontology for requirements [5]. The basic elements of Techne models are propositions that represent domain assumptions, goals, quality constraints, or tasks. Moreover, goals and quality constraints may be mandatory or optional and there can be preference relations defined over them. Given a requirements problem consisting of mandatory/optional goals and domain assumptions, a solution consists of a collection of tasks and quality constraints which together satisfy all mandatory goals and do as well as possible with respect to optional ones. A formal semantics is provided for Techne, along with a syntax, as well as illustrative examples.

1 Introduction

Requirements modeling languages have been part of the very core of Requirements Engineering (RE) research since the days of SADT [9], with KAOS [3], i* [11], and others, serving as state-of-the-art for much of the on-going research. Every requirements modeling language is grounded in an ontology of requirements, i.e., a set of assumptions about what requirements are. Traditionally, requirements were viewed as functions the system-to-be ought to support. This view is reflected in SADT and other structured analysis techniques of the ’70s and ’80s. More recently, an intentional perspective on requirements has gained ground: requirements are now viewed as stakeholder goals representing the intended purposes for the system-to-be. This deceptively small shift in the underlying ontology for requirements has had tremendous impact on requirements elicitation, modeling and analysis techniques.

Jureta et al. [5] proposed recently a new core ontology for requirements which extends the goal-oriented perspective to allow for optional (“nice-to-have”) requirements and preferences (“requirement A is referred over requirement B”). The proposal also treats fully non-functional requirements (“softgoals”) in terms of approximations and quality constraints. In all, the proposal is a rather drastic extension of the small (and beautiful) set of concepts used in the past to formalize requirements (cf., e.g., [3, 12]). The extension, by the way, was much needed to align RE theory with RE practice where optionality and prioritization of requirements has been used routinely to manage requirements.

The main objective of this paper is to study the impact of the extended ontology for requirements (hereafter core ontology) on requirements modeling languages. We do so by proposing a new requirements modeling language called Techne, founded on the new core ontology. In addition, we adopt the definition of the requirements problem that accompanies the new core ontology and apply it to our language by defining precisely what does it mean for a specification (a set of tasks and associated quality constraints) to satisfy a given set of mandatory/optional requirements.

The rest of the paper is structured as follows. We first offer a nontechnical introduction to representation and reasoning in Techne via the standard meeting scheduler example (§2). We subsequently overview the syntax and semantics of Techne (§3) and discuss one approach to reasoning on Techne models (§4). We close with a discussion of related work, and a summary of conclusions and directions for future efforts (§5).

2 Techne Models

The purpose of Techne is to support the representation and reasoning about instances of the requirements problem and the alternative solutions to a given instance of the requirements problem. As the requirements problem is de-
fined via the concepts and relationships of the core ontology. Techne incorporates the requirements net (r-net), which captures the instances of the concepts and relationships of the core ontology. These instances are acquired via requirements elicitation, or produced by the application of RE methods. An r-net thereby represents the various goals, tasks, softgoals, and so on, along with specific relationships between these. Different parts of an r-net capture different solutions to the same given requirements problem. To facilitate the comparison of the solutions in terms of desirability, Techne uses the solution net (s-net); an s-net is obtained by a transformation of an r-net, and relates solutions in terms of preference and optionality. The aim in this section is to introduce the r-net and s-net via the standard meeting scheduler requirements problem, and in doing so recall the core ontology and highlight the salient features of the two Techne models.

Suppose that we need to build a meeting scheduler system. We can readily identify two ways, one automated and another manual to schedule a meeting. The former could involve the use of email and web forms. One web form could be used by participants to provide their calendar constraints, while another web form could be used to enter the requests to change the meeting date, time, and/or location. The links to the web forms and the invitations to meetings would be sent by email to all participants. The manual approach could simply amount to arrange a meeting with participants via phone calls. If we consider in more detail each of these approaches, we can identify various functional and nonfunctional requirements for the meeting scheduler, along with tasks to perform in order to satisfy the various requirements, preferences between goals, tasks, and others, conflicts between some of them, and their refinements.

**Concepts.** An r-net for the meeting scheduler requirements problem is shown in Figure 1. An r-net is a directed labeled graph. Each node is a proposition about the system-to-be and/or its relevant environment. Figure 1 shows each proposition next to a node (circle or triangle), whereby each node is labeled by a symbol. The symbol indicates the concept or relationship of the core ontology, of which the given proposition is an instance. Following the core ontology, if a proposition represents a condition that is believed to hold about the system-to-be and/or its relevant environment, then this proposition is an instance of the domain assumption concept, and is labeled $k$. Desired conditions that should be satisfied are captured via instances of the goal ($g$), quality constraint ($q$), and softgoal ($s$) concepts. A goal will describe a verifiable functional condition (e.g., “$g$: Obtain change requests via web form” in Figure 1), while a quality constraint will further restrict the values of non-binary measurable characteristics of the system-to-be (e.g., “$q$: Change reqs can be sent up to 3h prior”). While a quality constraint will restrict the values of a quality defined over a well-defined quality space, a softgoal will do so over qual-
ities with ill-defined quality spaces (e.g., "s: Accommodate late change requests"). Tasks, i.e., instances of the task concept (t), capture the intentions to satisfy goals, quality constraints, and softgoals in some known manner: e.g., “t: Use standard email application” in Figure 1.

Relationships. Instances of domain assumptions give us instances of the relationships. E.g., if we believe that “satisfying the conjunction of two goals A and B is enough to satisfy the goal C”, then this is an instance of a domain assumption, which gives the relationship between the conjunction of the goals A and B, and the goal C. While not all domain assumptions convey relationships (e.g., “k: All participants use email” in Figure 1), we are interested in four relationships that some domain assumptions do convey: the binary inference (I), conflict (C), and preference (P), and the unary optionality (O). An instance of inference relates a set of instances of any concept or relationship to another instance of a concept or relationship, to convey that satisfying the conjunction of the former satisfies the latter. It is straightforward to see that an inference node can capture the usual (goal) refinement relationship (e.g., [3]), the means-ends and task decomposition relationships [11], and the approximation relationship, standing between a softgoal and its proxies (which are instances of other concepts and/or relationships in the core ontology) [5]. If two propositions/nodes are linked via a conflict node, then these propositions cannot be satisfied together.

Attitudes (i.e., emotions, feelings, and moods) are captured via instances of optionality and preference relationships. Optionality is an attribute of any of the said concepts indicating its optional or compulsory status: e.g., a candidate system-to-be must satisfy all compulsory goals, while it would be good if it satisfied as many of the optional goals as feasible. In Figure 1, the goal “g: Send location on an interactive map” is made optional by an optionality node connected to that goal. An instance of the preference relationship compares instances of any concept or relationship in terms of desirability: e.g., a preference will indicate that a goal is strictly preferred to another goal, that satisfying some goal is preferred to executing some plan, or that one preference is more important than another preference. Any preference node indicates strict preference: e.g., in Figure 1, a preference node indicates that the quality constraint “q: Change reqs can be sent up to 3h prior” is strictly preferred to the quality constraint “q: Change reqs can be sent up to 6h prior”.

R-nets and Usual Models. An r-net differs from the usual goal-oriented requirements models in several respects. (1) It can represent the instances of all concepts of the core ontology, along with the inference, conflict, preference, and optionality relationships. (2) An r-net is versatile: we can relate any node to any other node via an inference node, a conflict node, or preference node. We can therefore express preferences over preferences, preferences over inference applications, conflicts between preferences, conflicts between inference applications, and optional preferences, among others. (3) An r-net abstracts from the RE method used to obtain the content represented in that r-net. For example, we could have used the usual goal refinement method to conclude that the conjunction of the three goals “g: Obtain change requests via web form”, “g: Send invitations by email” and “g: Obtain constraints via web form”, refines the goal “g: Scheduling is automated”. Techne is only interested in how the former goals relate to the latter goal in terms of satisfaction, and is uninterested by what RE method was applied to obtain the goals, or to conclude the way ones affect the satisfaction of the others. In a summary then, Techne covers fully the core ontology, has a syntax that obeys less constraints than alternative goal-oriented modeling languages in RE (e.g., we can accommodate via inference nodes not only the goal refinement relationship of KAOS, but also the means-ends and task decomposition relationships of i*, and the softgoal approximation relationship), and is not specialized and thereby constrained to particular RE methods.

Reasoning. A solution to the requirements problem is a combination of tasks and domain assumptions, such that the execution of the tasks in the conditions given by domain assumptions entails the satisfaction of all compulsory goals and quality constraints, and of zero or more optional goals and quality constraints. Given the r-net in Figure 1 the question to ask is if there are solutions in that r-net. If solutions are present, the next relevant question is how they compare in terms of preference and optionality. These questions are answered by the application of reasoning procedures on an r-net (cf., §4). To find a solution, we perform simulation: we assume that some sets of tasks are executed, and we traverse the r-net in order to determine the consequences of the execution of these tasks on the satisfaction of goals, quality constraints, and so on. E.g., if we assume that the task “t: Use standard email application” is executed (equivalently, satisfied or true), and that the domain assumptions “k: All participants use email” and “k: Have all participants emails” are true, then inference nodes tell us that the goals “g: Send confirmation by email” and “g: Send invitations by email” are satisfied/true. If we assume the truth of the task “t: Call each participant”, the goal “g: Obtain change reqs by phone” will be satisfied, but neither “q: Change reqs can be sent up to 3h prior” nor “q: Change reqs can be sent up to 6h prior” will be satisfied, since there the said goal is related to these two quality constraints via conflict nodes.

S-Net. The purpose of an s-net is to represent the comparison of solutions identified via simulation. If we perform simulations on the r-net in Figure 1, we will observe that some softgoals are not satisfied at all: e.g., “s: Accommo-
date many change requests” has no incoming lines at all, so that its satisfaction is unknown. This absence of information is not an uncommon situation, for an r-net is built iteratively. In order to accommodate incompleteness and inconsistency, we have four truth values in the Techne language: the usual T and F, for true (satisfied) and false (not satisfied) respectively, U for unknown, and D for disputed (i.e., some evidence concludes the satisfaction, some the denial of the node). We can still compare quasi-solutions in Figure 1 in an s-net. Suppose that we consider two quasi-solutions, say (K1, T1) and (K2, T2), from those in Figure 1, both involving automated scheduling. Suppose further that there are two differences between these two quasi-solutions: one is that (K2, T2) satisfies the quality constraint “q: Change reqs can be sent up to 3h prior” and the (K1, T1) instead satisfies “q: Change reqs can be sent up to 6h prior”, while the other difference is that the (K1, T1) satisfies the optional goal “g: Send location on an interactive map” and (K2, T2) does not satisfy that optional goal. The s-net that compares these two quasi-solutions is shown in Figure 2. A node in an s-net is a (quasi-)solution. A link goes from a solution A to another solution B iff either (i) A satisfies some optional node that B does not (in this case, the link is labeled with that optional node), or (ii) A satisfies a node, which is preferred to another node that B satisfies (in this case, the link is labeled with that preferred node). An s-net thereby summarizes the information relevant for the comparison of an (quasi-)solutions. Note that an s-net does not answer the question of which (quasi-)solution to choose among those available; instead, an s-net acts as a decision aid. In this sense, we see from Figure 2 that (K1, T1) is a “better” quasi-solution than (K2, T2) over one criterion (i.e., the quality constraint “q: Change reqs can be sent up to 3h prior”), while (K2, T2) is better than (K1, T1) over another criterion (i.e., the optional goal “g: Send location on an interactive map”). Which one will be chosen depends on the decision rule applied in a particular s-net; decision rules are not in the scope of Techne.

3 Language

Techne has two parts. The first part is Techne logic (TL), and is defined on a particular kind of r-nets, called attitude-free r-nets, and serves for the representation and identification (but not comparison) of solutions (cf., §3.1). The second part augments TL, in the sense that it enables reasoning about how theories of TL compare over some specific criteria (cf., §3.2).

3.1 Techne Logic

Let p, q, r, s, indexed or primed when necessary, denote propositions, whereby a proposition is (as usual) a shareable content of beliefs, desires, or intentions, and the primary bearer of truth and falsity [10]. To remain general, we make no assumption on the formalism, in which a proposition is expressed: it is thereby unimportant if the proposition is in natural language, or is a well-formed formula with no free variables in some logic. A proposition p alone is not very interesting for the engineer, for it does not say whether the condition it describes is desired, believed, or otherwise, that is, if p is a goal, quality constraint, or otherwise. The elicitation of requirements provides a set of propositions P about the system-to-be and its relevant environment. The core ontology [5] provides a pragmatic characterization of the propositions: e.g., if p is believed by the stakeholders, then it is an instance of the domain assumption concept. The idea in Techne is to set each proposition p ∈ P as a node in a graph, called requirements net, or r-net, whereby the pragmatic characterization is captured by assigning labels to the propositions/nodes. An r-net is a directed labeled graph, in which any two nodes can be connected by at most one link. Each proposition consequently carries one of the labels shown in the legend in Figure 1, whereby a label is intended to symbolize the concept or relationship that the given node instantiates.

We can obtain from any r-net R, the attitude-free r-net R by removing all preference and optionality nodes, along with all links of R connected to these preference and optionality nodes. An R thereby carries no information that allows the comparison of solutions, but still allows us to represent the instances of all concepts of the core ontology, along with the inference and conflict relationships between these instances.

The purpose of TL is to provide formal semantics to the nodes and links in attitude-free r-nets. We can otherwise perform no meaningful simulation on attitude-free r-nets in the aim of identifying solutions. To achieve this aim, the first step amounts to map the syntactic atoms of attitude-free r-nets to a symbolic syntax, which has standard negation and conjunction connectives, from which we define disjunction and material implication as abbreviations in the usual way. We can subsequently provide formal semantics (i.e., truth values) to well-formed formulas in TL in a standard way, and compute truth values via truth tables. Since we are not interested only in truth and falsity as usual, but also wish to accommodate incomplete information and inconsistency (cf., §2), we will have four possible truth values: {T, F, D, U}.

Syntax of R. We distinguish three kinds of syntax for
attitude-free r-nets. The visual syntax is the syntax used to draw Techne models, such as the one shown in Figure 1; its syntactic elements are graphical primitives (circles, triangles, and lines with arrows) and letters used to label these primitives. In the graph syntax, and for a set of propositions $P$, any instance of a concept of the core ontology is written $x(p)$ (with $p \in P$), where $x \in \{k, t, g, q, s\}$ are symbols for, respectively, an instance of the domain assumption, task, goal, quality constraint, and softgoal concepts. These nodes are also related via disjunction. Again, the rationale is that any, some, or all of the conclusions are considered as alternatives, and are placed in conjunction of the premise nodes, while the conflict node rewritten as the implication of the conclusion node from the conjunction of the premise nodes, while the conflict node serves to make explicit the relationship between the instances of concepts.

Each of the first three columns in Table 1 provides the instances of concepts.

Two observations are in order regarding the move from visual/graph to symbolic syntax. (1) An inference node is written in graph syntax as a node with an incoming arc from another subgraph of the attitude-free r-net. Entailment in Techne, denoted $\models_T$, is defined inductively via Techne structures in the last column of Table 1.

We define truth tables for negation (cf., Figure 3(a)) and conjunction (cf., Figure 3(b)) via the lattice in Figure 3(c). That it is a lattice means that it is a partial order $\subseteq$, for which a unique greatest lower bound (meet) and least upper bound (join), denoted respectively $x \land y$ and $x \lor y$, exist for each pair $(x, y)$ of members of the ordered set of truth values. The lattice shown in Figure 3(c) is complete, meaning that it includes a meet and join for any subset of truth values (cf., e.g., [4]). Intuitively, the lattice in Figure 3(c) indicates the direction, in which truth “increases” (from bottom to top in Figure 3(c)). The four truth values “increase” from $F$, over $U$ and $D$, to $T$. The truth tables for conjunction and disjunction follow immediately from the order defined via $\subseteq$, by taking that meet $\land$ stands for conjunction $\land$ and join $\lor$ for disjunction $\lor$.

This leads us the notion of semantic entailment of a well-formed formula from another well-formed formula in $\mathcal{L}$; or, by equivalence of syntactic elements (cf., Table 1), the semantic entailment of a subgraph of an attitude-free r-net from another subgraph of the attitude-free r-net.

**Definition 3.1.** **R-(Sub)Net Entailment.** Let $\Psi$ and $\Psi'$ be two well-formed formulas in $\mathcal{L}$. We say that $\Psi$ entails $\Psi'$, and write $\Psi \models \Psi'$, iff for all Techne structures $(T, D)$, we have $T(\Psi) \subseteq_T T(\Psi')$.

Semantic entailment in $\mathcal{L}$ corresponds to semantic entailment in Belnap’s four valued logic. While $\mathcal{L}$ takes truth values and truth tables from Belnap’s logic, it remains original in the definition of syntax and Techne structures, and in the mapping from the syntactic elements to the instances of the concepts and relationships of the core ontology.
Table 1. Visual, graph, and symbolic syntax, and the semantics of attitude-free r-nets in Techne.

<table>
<thead>
<tr>
<th>Visual syntax</th>
<th>Well-formed subgraph $\Psi$ in graph syntax</th>
<th>Well-formed formula $\Psi$ in symbolic syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k(p)$</td>
<td>$k(p)$, i.e., a domain assumption node;</td>
<td>$(T, D) \models_T k(p)$ iff $T(k(p)) = T$ and $D(k(p))$ is an instance of the domain assumption concept;</td>
<td></td>
</tr>
<tr>
<td>$t(p)$</td>
<td>$t(p)$, i.e., a task node;</td>
<td>$(T, D) \models_T t(p)$ iff $T(t(p)) = T$ and $D(t(p))$ is an instance of the task concept;</td>
<td></td>
</tr>
<tr>
<td>$g(p)$</td>
<td>$g(p)$, i.e., a goal node;</td>
<td>$(T, D) \models_T g(p)$ iff $T(g(p)) = T$ and $D(g(p))$ is an instance of the goal concept;</td>
<td></td>
</tr>
<tr>
<td>$q(p)$</td>
<td>$q(p)$, i.e., a quality constraint node;</td>
<td>$(T, D) \models_T q(p)$ iff $T(q(p)) = T$ and $D(q(p))$ is an instance of the quality assumption concept;</td>
<td></td>
</tr>
<tr>
<td>$s(p)$</td>
<td>$s(p)$, i.e., a softgoal node;</td>
<td>$(T, D) \models_T s(p)$ iff $T(s(p)) = T$ and $D(s(p))$ is an instance of the softgoal concept;</td>
<td></td>
</tr>
<tr>
<td>$I(p, {\Psi_i</td>
<td>1 \leq i \leq m-1}, \Psi_m)$</td>
<td>$I(p, {\Psi_i</td>
<td>1 \leq i \leq m-1}, \Psi_m)$, i.e., an inference node;</td>
</tr>
<tr>
<td>$C(p, {\Psi_i</td>
<td>1 \leq i \leq m-1}, \Psi_m)$</td>
<td>$C(p, {\Psi_i</td>
<td>1 \leq i \leq m-1}, \Psi_m)$, i.e., a conflict node;</td>
</tr>
<tr>
<td>${I(p_j, {\Psi_{i,j}</td>
<td>1 \leq i \leq m}, \Psi_j)</td>
<td>2 \leq j \leq n}$</td>
<td>${I(p_j, {\Psi_{i,j}</td>
</tr>
<tr>
<td>${C(p_j, {\Psi_{i,j}</td>
<td>1 \leq i \leq m}, \Psi_j)</td>
<td>2 \leq j \leq n}$</td>
<td>${C(p_j, {\Psi_{i,j}</td>
</tr>
<tr>
<td>${\Psi_i</td>
<td>1 \leq i \leq m}$, i.e., a set of well-formed subgraphs;</td>
<td>$\bigwedge_{1 \leq i \leq m} \Psi_i$</td>
<td>$(T, D) \models_T \bigwedge_{1 \leq i \leq m} \Psi_i$ iff $T(\bigwedge_{1 \leq i \leq m} \Psi_i) = T$ and for each $1 \leq i \leq m$, $D(\Psi_i)$ is an instance of a concept determined according to the rules above;</td>
</tr>
</tbody>
</table>

3.2 Comparison of Solutions

Comparing solutions requires a precise characterization of what a solution is in an attitude-free r-net $\hat{R}$ in TL, and how preference and optionality relations solve in an r-net $R$. To define the solution concept, we use particular kinds of subgraphs of $\hat{R}$ or $R$. Namely, a G-subnet $G = (V(G), L(G))$ is a subgraph of an r-net $R$, i.e., $V(G) \subseteq V(\hat{R})$ and $L(G) \subseteq L(\hat{R})$, such that: (1) $V(G)$ partitions onto (a) the set of all goals from $R$, and (b) the set of all domain assumptions from $R$, each of which relates at least one goal to at least another goal in $R$; (2) $L(G)$ contains all links from $\hat{R}$ that connect in $R$ any two members of $V(G)$. With this in mind, it is straightforward to define K-, T-, Q-, and S-subnets, so that we omit these definitions. The purpose of each of these subnets is to group all instances of specific concepts within a single graph. This leads us to the definition of the solution concept.

**Definition 3.2. Solution.** In Techne, $(K_i, T_i, G, Q)$ is a solution of the requirements problem iff:

1. $G^c$ and $Q^c$ are subnets of, resp., $G$ and $Q$; and
2. $K_i, T_i \models_T G, Q$.

Observe that a solution is by definition a subnet of an attitude-free r-net $\hat{R}$, and a subnet of the corresponding r-net $R$. Also, a solution is by definition an admissible solution, that is, one satisfying all the conditions that must be satisfied if the stakeholders are not to reject that solution. For our meeting scheduler requirements problem, a way to read some solution $(K_i, T_i, G, Q)$ is that $K$ indicates assumptions about the conditions, in which the system-to-be operates (e.g., all participants use email), $T$ indicates what the system-to-be does within/to its environment (e.g., calendar.
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constraints are requested via email), \(G\) highlights the stakeholders’ goals that it satisfies (e.g., meeting is scheduled), and \(Q\) qualifies the goal-satisfying behavior of the system-to-be (e.g., late change requests can be accommodated).

Suppose now that we have identified \(n\) solutions: \((K_1, T_1, G, Q), \ldots, (K_n, T_n, G, Q)\). These solutions differ in terms of how many of the optional goals and optional quality constraints they satisfy, and how the goals and quality constraints they satisfy relate to one another in terms of preference. Different Techne structures satisfy different solutions. We therefore need means to compare Techne structures, and thereby solutions, which leads to the notion of substructure in Techne.

**Definition 3.3. Substructure.** Let \((T, \mathcal{D})\) and \((T', \mathcal{D})\) be two Techne structures for an attitude-free r-net \(R\). We say that \((T', \mathcal{D})\) is a substructure of \((T, \mathcal{D})\) in \(\epsilon\), and write

\[
(T', \mathcal{D}) \prec^{T}_{\epsilon} (T, \mathcal{D})
\]

iff (i) \(T\) and \(T'\) have the same domain, (ii) all syntactic elements of \(R\) except \(\epsilon\) obtain the same truth value from both \(T\) and \(T'\), and (iii) \(T'(\epsilon) \subseteq T(\epsilon)\).

The substructure concept allows us to define what it means for a solution to be strictly more desirable than another one.

**Definition 3.4. Better Solution.** Let \((K_i, T_i, G, Q)\) and \((K_j, T_j, G, Q)\), with \(i \neq j\), be two solutions. We say that the solution \((K_i, T_i, G, Q)\) is strictly more desirable than \((K_j, T_j, G, Q)\) in \(\epsilon\), and write

\[
(K_j, T_j, G, Q) \prec^{T}_{\epsilon} (K_i, T_i, G, Q)
\]

iff for any two Techne structures \((T, \mathcal{D})\) and \((T', \mathcal{D})\) such that \((T, \mathcal{D}) \models_T K_i, T_i\) and \((T', \mathcal{D}) \models_T K_j, T_j\), either of the two conditions below holds:

1. \((T', \mathcal{D}) \prec^{T}_{\epsilon} (T, \mathcal{D});\)

2. there is a strict preference (e.g., \(P(q, \epsilon, \epsilon')\)) in \(R\) for \(\epsilon\) over \(\epsilon'\), \(T'(\epsilon) \sqsubseteq T(\epsilon)\) and \(T(\epsilon') \sqsubseteq T'(\epsilon')\).

The first condition in Definition 3.4 will verify when an (compulsory or optional) \(\epsilon\) obtains a “higher” truth value (in terms of the lattice of truth values – cf., Figure 3(c)) in the Techne structures of the solution \((K_i, T_i, G, Q)\) compared to the truth value it obtains in the Techne structures of the solution \((K_j, T_j, G, Q)\). Comparison in terms of optionality will thus be performed through the first condition. The second condition in Definition 3.4 allows us to perform comparisons in terms of preferences. That condition tells us to strictly prefer that of the two solutions, which assigns a “higher” truth value to the preferred syntactic element (above, \(\epsilon'\)) and a lower truth value to the less preferred syntactic element (above, \(\epsilon\)), whereby \(\sqsubseteq\) orders the truth values according to the lattice (cf., Figure 3(c)). E.g., it follows then that we will strictly prefer a solution that assigns \(T\) to \(\epsilon\) and \(F\) to \(\epsilon'\) to another solution that does the reverse; also, we will strictly prefer a solution that assigns \(U\) to \(\epsilon\) and \(F\) to \(\epsilon'\), to the one that assigns \(F\) to \(\epsilon\) and \(T\) to \(\epsilon'\).

The relation \(\prec^{T}_{\epsilon}\) is specific to \(\epsilon\), which makes \(\epsilon\) a criterion of comparison. To say that a solution is better than another one is specific to a chosen criterion. Solutions are consequently compared using a family of irreflexive binary relations \((\prec^{T}_{\epsilon})_{\epsilon \in C}\), where \(C\) is the set of criteria. The criteria are by definition elicited, since they are captured in an r-net. Members of \(C\) may be optional elements, and individual elements, which are subject to preferences. Some of these elements are obtained by the approximation of softgoals, so that criteria contain proxies for softgoals. Solutions can compare on potentially many dimensions, the number of which is \(|C|\). E.g., while we may have \((K_j, T_j, G, Q) \prec^{T}_{g(p_1)} (K_i, T_i, G, Q)\), we could also have \((K_i, T_i, G, Q) \prec^{T}_{g(p_2)} (K_j, T_j, G, Q)\). \(g(p_1)\) and \(g(p_2)\) may be incomparable in terms of preference (i.e., it is not meaningful to give a preference between them), so that Techne does not give a general rule as to which of the two solutions to choose. It will be up to the stakeholders and the engineer to choose one of the two.

To facilitate the comparison of solutions, Techne uses solution nets. An s-net is a directed labeled graph, in which each node is a solution. Each criterion \(c\) from \((\prec^{T}_{\epsilon})_{\epsilon \in C}\) is the member of the set of labels of links in an s-net. If we have only two solutions, such that \((K_i, T_i, G, Q) \prec^{T}_{g(p_1)} (K_i, T_i, G, Q)\) and \((K_i, T_i, G, Q) \prec^{T}_{g(p_2)} (K_j, T_j, G, Q)\), then the corresponding s-net will have two nodes, one for each solution, and two links, one labeled \(g(p_1)\) that runs from \((K_i, T_i, G, Q)\) to \((K_i, T_i, G, Q)\), while the other link will be labeled \(g(p_2)\), and will run from \((K_j, T_j, G, Q)\) to \((K_i, T_i, G, Q)\). An s-net for the meeting scheduler problem is shown in Figure 2.

4 Reasoning on Techne Models

Simulation amounts to hypothesize the execution of a subnet of the T-subnet in an attitude-free r-net, then determine the effects of the hypothetical executions on the truth value of goals, quality constraints, and so on. Simulation is used to determine if some given tuple \((K_i, T_i, G, Q)\) is a solution. Simulation is performed on an attitude-free r-net \(\bar{R}\) and a tuple \((K_i, T_i, G, Q)\), such that each of the subnets in the tuple is a subnet of \(\bar{R}\).

For the simulation of \((K_i, T_i, G, Q)\) in \(\bar{R}\), the first step is to make two assumptions: (1) \(\forall \epsilon \in K_i, T(\epsilon) = T\) and (2) \(\forall \epsilon \in T_i, T(\epsilon) = T\). The second step is to compute the truth values of the other syntactic elements of \(\bar{R}\) other than \(K_i\) and \(T_i\). This amounts to calling \(\text{EVALUATE}(\bar{R}, t)\), where \(t\) is composed exactly of the subnets \(K_i\) and \(T_i\).
Given the truth values for a subnet \( \bar{r} \) of an attitude-free r-net \( \bar{R} \), we define below the algorithm \texttt{EVALUATE}, which computes the truth values of the syntactic elements of \( \bar{R} \) that are not in \( \bar{r} \). Starting from the nodes in \( \bar{r} \), the algorithm traverses \( \bar{R} \) and computes the truth values of the visited nodes. For a given node \( p \in V(\bar{R}) \), the \texttt{NODELABEL} procedure computes the truth value of \( p \) by applying the truth tables on the truth values propagated to \( p \) over the links that end in \( p \). We discuss the \texttt{NODELABEL} procedure first (cf., §4.1), and then \texttt{EVALUATE} (cf., §4.2).

### 4.1 Node Labeling

The \texttt{NODELABEL} uses the functions \texttt{val}, \texttt{deleteDuplicates}, and \texttt{concl}. \texttt{val} maps a node either to a truth value, or the value \( N. \) \texttt{val}(\( v \in V(\bar{R}) \)) returns \( N \) if \( v \) was not already processed by \texttt{NODELABEL}, or if \( v \notin V(\bar{r}) \) (i.e., its truth value was not assumed at the outset); otherwise, \texttt{val}(\( v \)) returns the truth value returned previously by \texttt{NODELABEL}, or the truth value assumed at the outset for \( v \).

The function \texttt{deleteDuplicates} returns, for a given collection, the set of all distinct elements in the collection.

The function \texttt{concl} takes a pair of truth values, and returns a set (potentially a singleton) of truth values. \texttt{concl} is defined over the truth table for implication and returns the possible truth values for the conclusion of an implication.\(^2\) Say that we have an implication \( x \rightarrow y \), and that we know the truth value \texttt{val}(\( x \)) of \( x \) and the truth value \texttt{val}(\( x \rightarrow y \)) of the implication \( x \rightarrow y \). \texttt{concl}(\texttt{val}(\( x \)), \texttt{val}(\( x \rightarrow y \))) returns the truth values of \( y \) that are allowed by the truth table for implication: there we will have, \texttt{val}(\( x \)) is a row head, \texttt{val}(\( x \rightarrow y \)) is in at least one cell of the row of \texttt{val}(\( x \)), so that \texttt{concl}(\texttt{val}(\( x \)), \texttt{val}(\( x \rightarrow y \))) is at least one of the columns heads. E.g., \texttt{concl}(\( U, T \)) = \{\( D, T \}\}; \texttt{concl}(\( T, F \)) = \{\( T \}\).

The functions \( \cap \), \( \cup \), and \( \cap \cup \) return, respectively the meet and join for a given set of truth values, according to the truth ordering defined by \( \sqsubseteq_c \) in Figure 3(c).

The procedure \texttt{NODELABEL} involves the collect and select steps.

**Collect.** The \texttt{for each} loop performs the collection of truth values, from which one will be subsequently selected. For a given node \( v \in V(\bar{R}) \), the \texttt{for each} loop considers each node \( w \neq v, w \in V(\bar{R}) \) such that there is a line \( uw \in L(\bar{R}) \), from \( w \) to \( v \). If \( w \) is an inference node that concludes \( v \), i.e., \( w = I(\cdot, Y, X) \) and \( v \in X \), we need to distinguish two cases: (i) if we do not know the truth value \texttt{val}(\( w \)) of \( w \), then we assume that the truth value of \( w \) is \( U \) and add \( U \) to the collection \( D_I \); (ii) if we know the truth value \texttt{val}(\( w \)), then \texttt{concl}(\texttt{val}(\( \Lambda_{\Psi \in Y} \Psi \)), \texttt{val}(\( w \))) gives the set of truth values for the implication \( w \), and we cautiously take the meet of that set, i.e., \( \cap \texttt{concl}(\texttt{val}(\( \Lambda_{\Psi \in Y} \Psi \)), \texttt{val}(\( w \))) \), according to the truth-partial ordering \( \sqsubseteq_c \) of the truth lattice, and add this to the collection \( D_I \). The collection \( D_I \) obtains the truth values resulting from all \( w \) that are inference nodes and conclude \( v \). This same rationale applies if \( w = C(\cdot, Y, X) \) and \( v \in X \). We also distinguish two cases: (i) if we do not know the truth value \texttt{val}(\( w \)) of \( w \), then we assume that the truth value of \( w \) is \( U \) and add \( U \) to the collection \( D_C \); (ii) if we know the truth value \texttt{val}(\( w \)), then \texttt{concl}(\texttt{val}(\( \Lambda_{\Psi \in Y} \Psi \)), \texttt{val}(\( w \))) gives the set of truth values for the implication \( w \), and we cautiously take the meet of that set, i.e., \( \cap \texttt{concl}(\texttt{val}(\( \Lambda_{\Psi \in Y} \Psi \)), \texttt{val}(\( w \))) \), and add its negation to the collection \( D_C \). The collection \( D_C \) obtains the truth values resulting from all \( w \) that are conflict nodes and attack \( v \).

**Select.** The \texttt{deleteDuplicates} function is used to produce two sets: the sets \( D^U \) and \( D^C \) carry all distinct truth values from, respectively, \( D_I \) and \( D_C \). We then distinguish two cases: If \( D^U \cup D^C \) is empty, then there are no inference nodes that conclude \( v \) and no conflict nodes that attack \( v \). We therefore check if \( v \) already has a truth value (which happens if its truth value was assumed at the outset of the reasoning procedure): (i) if it does have a truth value, then this truth value is kept; (ii) if it does not have a truth value, we assign \( U \) to it. Instead, if \( D^U \cup D^C \) is not empty, we compute the joins of, respectively \( D^U \) and \( D^C \), and return the meet of these two.

---

\(^2\)It is straightforward to build the truth table for implication from the Table 1 and Figure 3.
For illustration, and to see why we return the meet of the join of $D^n_1$ and of the meet of $D^n_0$, consider the hypothetical attitude-free r-net written using graph syntax in Figure 4(a).

The following are the computations performed by the procedure NODELABEL to determine the truth value of $g(r)$ in Figure 4(a):

- $\text{val}(g(p_1)) \land \text{val}(I(q_1, \{g(p_1), s(p_2)\}, g(r)))$ = $\text{val}(T, T) = \{T\}$;
- $\text{val}(g(p_2)) \land \text{val}(C(q_2, \{g(p_3), g(p_4)\}, g(r)))$ = $\text{val}(D, T) = \{T, U\}$;
- $\text{val}(g(p_3)) \land \text{val}(I(q_3, \{g(p_5), g(r)\}))$ = $\text{val}(F, T) = \{T, F, D, U, T\}$;
- $\text{val}(g(p_4)) \land \text{val}(C(q_4, \{g(p_6)\}, g(r)))$ = $\text{val}(C, T, T) = \{T\}$;
- $\text{val}(g(p_5)) = \{T\}$;
- $\text{val}(r(T)) = F$;
- $\text{val}(\neg r(T)) = T$;
- $\text{val}(\text{inDegree}(r, v) + 2)$, where inDegree($r, v$) is the number of links in $r$ that end in $v$.

**Proposition 4.1.** Procedure NODELABEL applied to a node $v$ of a finite attitude-free r-net $\bar{R}$ (i) does not loop indefinitely, (ii) returns the truth value for $v$ that is not different from a truth value that the truth tables allow us to compute for $v$, given the syntactic translation rules and the semantics in Table 1, and (iii) has the worst running time in $O(4!(\text{inDegree}(\bar{R}, v) + 2))$, where inDegree($\bar{R}, v$) is the number of links in $\bar{R}$ that end in $v$.

**Proof.** Cf., Appendix A. □

4.2 Evaluation

We start from an attitude-free r-net $\bar{R}$ and its subnet $\bar{r}$. We assume a truth value for each node in $V(\bar{r})$. The aim is to determine the truth values of all nodes in $V(\bar{R})$. If we assume that $\bar{R}$ is acyclical, doing this is straightforward, and formalized in Algorithm 2. It is not difficult to see that Algorithm 2 equates to a breadth first search (e.g., [6]), that is launched from each node in $\bar{r}$ and traverses the graph over all outgoing links of a node. The second outer for each loop assigns the $U$ truth value to all nodes that were not traversed by the first outer for each loop: any such vertex $v$ has an unknown truth value, i.e., $(v) = N$.

**Proposition 4.2.** Procedure EVALUATE applied to a subnet $\bar{r}$ of a finite and cyclic attitude-free r-net $\bar{R}$ (i) does not loop indefinitely, (ii) for each node $v \in V(\bar{R})$, returns the truth value for $v$ that is not different from a truth value that the truth tables allow us to compute for $v$, given the syntactic translation rules and the semantics in Table 1, and (iii) has the upper bound on the running time in $O(P_3(|V(\bar{r})| + |L(\bar{R})|))$, where $P_3$ is the number of simple paths in $V(\bar{R})$ such that each of these paths starts in a node of $\bar{r}$.

**Proof.** Cf., Appendix B. □

We take two examples for illustration. Consider first the attitude-free r-net in Figure 4(b). Suppose that $T$ is assigned at the outset to both $t(p_1)$ and $I[p_2, t(p_1), g(p_3)]$. Since $I[p_2, t(p_1), g(p_3)]$ is true, we know that the implication $t(p_1) \rightarrow g(p_3)$ is true. To determine the truth value of
replaces such partial contributions with the notions of op-
and the like. Second, the language takes a clear stand as
offering an ontology of actors, actions, entities/relationships
tional, i.e., its primitive units are propositions, rather than
in a number of directions. First, the language is proposi-
tions modeling languages in the family of KAOS
ments problem will admit many such solutions, incompara-
tions and preferences. In general, a given require-
ments are reified. A requirements problem is defined by an
connected by simple edges, so that all aspects of the require-
ments are optional (“nice-to-have”) ones. The semantics of Techne define sol-
olutions to a given requirements problem as a set of tasks and quality constraints which together satisfy all mandatory requirements and do as well as possible with respect to op-
tional ones and preferences. In general, a given require-
ments problem will admit many such solutions, incompara-
to each other.

Techne constitutes a significant departure from require-
ments modeling languages in the family of KAOS and i* in a number of directions. First, the language is proposi-
tional, i.e., its primitive units are propositions, rather than offering an ontology of actors, actions, entities/relationships and the like. Second, the language takes a clear stand as to what constitutes a solution to a requirements problem. This has been an open issue with requirements languages that used softgoals and qualitative contributions from one requirement to another (whereby fulfillment of one requirement helps/hurts fulfillment of another). Indeed, Techne replaces such partial contributions with the notions of optional requirements, preferences and optimal fulfillment: an
admissible solution A is better than another B if it does bet-
ter with respect to optional requirements and preferences (but both must satisfy mandatory ones). This means that in
Techne, a requirements problem constitutes an optimization problem, rather than a satisfaction (or “satisficing”) one. Finally, Techne treats softgoals as first-class citizens along with goals, rather than as secondary criteria useful for compar-
ing alternative solutions to goals.

The notion of optional requirements and preferences was inspired by earlier results in Knowledge Representation [2]. Liaskos [8] has already adopted such results to propose an expressive language for representing preferences within a goal-oriented framework. Techne is less expressive, computationally more tractable, and also offers a more seamless integration of requirements concepts included in the core ontology into a coherent modeling language.

Much remains to be done in turning Techne into a use-
ful tool for requirements engineers. Firstly, we will extend the modeling framework to support social concepts, as provided in i*. Secondly, we have come to appreciate the impor-
tance of contextual modeling, where, for instance, the requirements for a given sales system may be different de-
pending on the type of customer or the size of the sale. Lapouchian and Mylopoulos [7] make a proposal which we intend to incorporate in future versions of Techne. Fi-
ally, the reader may have noticed that there is no sublan-
guage within Techne for expressing quality constraints. We actually envision Techne being augmented with such a sub-
language that allow one to express quality constraints on the development process, run-time performance of the system-
to-be, design artifacts (e.g., architecture) and more. We see such an extension as being defined by a collection of classes and associations (the things that can be talked about) along with a logical language in the family of OCL where one can express constraints such as “At least 95% of all sales process instances are completed”, or “the development process will last at most 6 months”.

5 Conclusions and Future Work

We have proposed a novel requirements modeling lan-
guage called Techne, summarized its logical semantics and presented basic algorithm for reasoning with Techne mod-
els. These models (r-nets) are directed labeled graphs with many-sorted nodes, some of which represent propositions such as goals, quality constraints, softgoals, tasks, while other propositions represent background knowledge, preferences and other logical relationships. These nodes are connected by simple edges, so that all aspects of the require-
ments are reified. A requirements problem is defined by an r-net along with information as to whether its goal/quality elements are mandatory (“must-have” requirements) or op-
tional (“nice-to-have”). The semantics of Techne define sol-
utions to a given requirements problem as a set of tasks and quality constraints which together satisfy all mandatory requirements and do as well as possible with respect to op-
tional ones and preferences. In general, a given require-
ments problem will admit many such solutions, incompara-
to each other.

We prove that NODELABEL applied to a node $v$ of a finite attitude-free r-net $\bar{R}$ (i) does not loop indefinetly. The for each loop considers once each node $w \neq v$ such that there is a link $wv \in L(\bar{R})$, from $w$ to $v$. Since $\bar{R}$ is finite, the for each loop always termin-
nates. As the number of links ending in $v$ is finite, so will be the size of $D_1$ and $D_2$, and consequently of $D_1^w$ and $D_2^w$. NODELABEL therefore never loops indefinitely for a finite $\bar{R}$.
(ii) Correctness. We prove that NODELABEL applied to a node $v$ of a finite attitude-free r-net $\bar{R}$ (ii) returns the truth value for $v$ that is not different from a truth value that the truth tables allow us to compute for $v$, given the syntactic
translation rules and the semantics in Table 1. To prove this, it is enough to prove that NODELABEL computes the truth value of a node \( v \) by (A) taking into account all implications that conclude that node, (B) using truth tables of Techne to compute the truth of the conclusion of each implication, and (C) using translation rules from Table 1 to write the implications that it uses when computing the truth value of the conclusion of each implication. Proposition (A) is evident from the for each loop, which will traverse all nodes \( w \) such that there is a line \( uv \in L(\bar{R}) \), and thereby all inference and conflict nodes that, respectively, conclude and attack a given node \( v \). Proposition (B) follows immediately from the definition of the functions \( \text{val} \) and \( \text{concl} \), called in NODELABEL. That Proposition (C) is true can be seen from the if block in the for each loop, the way that NODELABEL uses the collections \( D_1 \) and \( D_2 \) and the sets \( D_1^u \) and \( D_2^u \).

(iii) Complexity. Let \( \mathcal{F} = \{T, F, D, U\} \). We finally prove that NODELABEL applied to a node \( v \) of a finite attitude-free r-net \( \bar{R} \) has the worst running time in \( O((|\mathcal{F}| - 1)!(|\text{inDegree}(\bar{R}, v) + 2)) \), where \( |\text{inDegree}(\bar{R}, v) \) is the number of links in \( \bar{R} \) that end in \( v \). The for each loop considers exactly once each node \( w \neq v \) such that there is a link \( uv \in L(\bar{R}) \). We evaluate that \( \bigwedge_{\Phi \in Y} \Phi \) is trivial. In the worst case, \( \text{concl}(\bigwedge_{\Phi \in Y} \Phi, \text{val}(w)) = \mathcal{F} \), and so for each considered \( w \). Consequently, the for each loop runs in \( O(|\text{inDegree}(\bar{R}, v)|(|\mathcal{F}| - 1)!) \). Computing the meet (or join) for \( \mathcal{F} \) takes \( (|\mathcal{F}| - 1)! \) since the meet (and join) is defined via a partial order, which is by definition reflexive, transitive, and anti-symmetric. The selection step involves the deletion of duplicates in \( D_1 \), \( D_2 \), and \( C \), and the computation of the join for \( D_1^u \), the meet for \( D_2^u \), and of the meet of \( \{\bigcup_i D_1^u, \bigcap_i D_2^u\} \). Assuming that the selection of duplicates is trivial, computing \( \bigcap_i \{\bigcup_j D_1^u, \bigcap_j D_2^u\} \) takes \( 2((|\mathcal{F}| - 1)!) \) in the worst case, when \( D_1^u = D_2^u = \mathcal{F} \). It follows that NODELABEL has the worst running time in \( O(|\text{inDegree}(\bar{R}, v)|(|\mathcal{F}| - 1)! + 2(|\mathcal{F}| - 1)) ) \), that is, \( O((|\mathcal{F}| - 1)!(|\text{inDegree}(\bar{R}, v) + 2)) \) when applied to a node \( v \) of a finite \( \bar{R} \).

B Proof of Proposition 4.2

Proof. (i) Termination. We first prove that EVALUATE applied to a subnet \( \bar{r} \) of a finite and acyclic attitude-free r-net \( \bar{R} \) (i) does not loop indefinitely. Since \( \bar{R} \) is acyclic, the number of times a node will be traversed by the first outer for each loop equals the number of simple paths from each member of \( V(\bar{r}) \). The number of simple paths in a finite acyclic directed graph is finite, so that each node will be traversed a finite number of times. At everyaversal of a node, that node is removed from \( Q \), so that \( Q \) will ultimately empty and the first outer for each loop will terminate. The second outer for each loop considers at most all nodes exactly once, so that it terminates as well. It follows that EVALUATE will never loop indefinitely for an acyclic and finite \( \bar{R} \).

(ii) Correctness. The first outer for each loop calls NODELABEL on each node it traverses, and each time it traverses that node. Observe that if there is a path from each of some two members \( w_1 \) and \( w_2 \) of \( V(\bar{r}) \) to a node \( v \), and there is no path from another node in \( V(\bar{r}) \) to \( v \), then NODELABEL(\( \bar{R}, v \) will be called exactly twice. If the path from \( w_1 \) to \( v \) is longer than the path from \( w_2 \) to \( v \), then the first NODELABEL(\( \bar{R}, v \) call will be made when the first outer for each loop considers \( v \) along the shorter path. That first call will provide a preliminary truth value for \( v \). This value is preliminary, since not all nodes on the looner path will have been evaluated when the loop reaches \( v \) along the shorter path. The second NODELABEL(\( \bar{R}, v \) call will provide the definitive truth value. Correctness of EVALUATE therefore depends on the correctness of NODELABEL. Following Proposition 4.1, EVALUATE is correct when applied to an acyclic and finite \( \bar{R} \).

(iii) Complexity. It is straightforward to see that the number of times a node \( v \) will enter the queue \( Q \) equals the total number of simple paths to \( v \) from all members of \( V(\bar{r}) \). The upper bound on the running time is then in \( O(P_\bar{r}(|V(\bar{r})| + |L(\bar{R}))|) \), where \( P_\bar{r} \) is the number of simple paths in \( V(\bar{R}) \) such that each of these paths starts in a node of \( \bar{r} \).
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