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Abstract

The XML/XPath filtering problem has found wide-spread interest. In this paper, we propose a novel algorithm
for solving it. Our approach encodes XPath expressions (XPEs) as ordered sets of predicates and translates
XML documents into sets of tuples, which are evaluated over these predicates. Predicates representing over-
lapping portions of XPEs are stored and processed once, thus fully exploiting potential overlap in XPEs. We
experimentally evaluate the performance of our algorithm, demonstrating its scalability to millions of XPEs,
with matching performance in the millisecond range. We show interesting trade-offs to alternative approaches.

1 Introduction

XML has become the lingua franca on the Internet, with applications ranging from life sciences [16] to
news [15] and advertisement dissemination, among many others. Moreover, XML is changing the way applica-
tions exchange messages, the way systems are integrated, and the way information is stored and processed on
the Internet [19]. Thus, it is not surprising that XML has been widely advocated as data representation format of
choice for selective information dissemination applications and for content-based message routing [8, 5, 13, 4].
In these scenarios, it is expected that the filtering engines have to be capable of processing several millions of
filter expressions over high XML document input rates.

For selective information dissemination applications, an XPath filter expression designates an entity’s (user or
system) interest to receive information of the specified nature. The XML document constitutes the content to
be selectively disseminated. XPath expressions [20] have been widely proposed for modeling such filters [2,
8, 5, 13, 12, 4, 6]. An XPath expression (XPE) can specify filter constraints on the document’s structure, its
attributes, and its content. Filter selectivity on a very fine-grained level is thus possible.

The XML/XPathfiltering problemdetermines the set of matching XPEs among all expressions to be processed
for a given input XML document. It is this problem that we set out to solve with a novel filtering algorithm.
The algorithm we propose is fundamentally different from existing approaches [2, 8, 5, 13, 12, 4, 6], which are
based on finite state machines, nodeterministic finite state machines, push-down automaton, trie-based indices,
or relational database querying techniques. The major challenge of this filtering problem is to efficiently handle
a large number of XPEs. Our goal and main difference to related approaches is to exploit the overlap among
XPEs as much as possible. Our techniques go beyond exclusively considering prefix overlap. The main idea
of our algorithm is to translate XPEs into ordered sets of predicates, such that the common parts among XPEs
will be stored and processed only once, and the partial matching result will be shared among all expressions
that contain these common parts. For example, in the two XPEss1 : a/b/c/d ands2 : b//b/c, we translate the
overlapping parts,b/c, into one predicate. This predicate will be evaluated against the XML document only
once. It is also shared by other expressions that contain it.

The first contribution of this paper is a completely novel algorithm for solving the XML filtering problem. In a
second contribution, we propose several refinements and optimizations for our approach, such as the predicate
index, the prefix covering index, the access predicate scheme, and extensions for processing nested path and
attribute-based filters. Third, we perform a thorough experimental analysis that evaluates the performance
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of our algorithm under varying experimental conditions. We demonstrate the scalability of the algorithm to
millions of XPEs, and present a detailed trade-off analysis against two alternative techniques from different
categories of the solution space of the filtering problem.

The rest of this paper is organized as follows. Section 2 reviews related work. Section 3 presents our XPE
encoding and XML encoding schemes. Section 4 presents our matching algorithm. Section 5 demonstrates
the handling of path filters, both attribute-based filters and nested path filters. Section 6 presents a thorough
experimental analysis and comparison to alternative approaches.

2 Related Work

XML filtering and XML query processing have been widely studied. Much work exists on storing, retrieving
and processing XML data through relational data management approaches [18, 11, 17]. Due to space limi-
tations, we focus our discussion on the work that is most closely related to our approach, namely alternative
approaches for XML/XPath filtering.

These alternative approaches can be broadly classified into automaton-based approaches and index-based ap-
proaches. Automaton-based approaches [2, 8, 12, 13] build an automaton based on the XPEs processed by the
system. The transitions in the automaton are triggered by the tags of the XML document path being processed.
XFilter [2] treats each XPE as a finite state machine. This approach is not able to adequately handle overlap,
especially, prefix overlap between expressions. YFilter [9] extends XFilter by building a non-deterministic
finite automaton (NFA) for all XPEs in the system. It honors common prefixes among expressions. Each final
state of the NFA is associated with a list of expressions. The parsing of the XML document, one tag at a time,
triggers the transitions in the NFA. Whenever a final state is reached, it means that the corresponding expres-
sions are matched by the XML document processed. The difference between a traditional NFA and the YFilter
data structure is that the execution of the YFilter NFA does not stop when the first final state is reached, but
continues until all possible accepting states have been visited. Thus, the algorithm can determine all match-
ing expressions stored in the NFA. The YFilter [9] paper demonstrates superior performance to XTrie [5],
which is the reason we chose YFilter for our performance comparisons. Another automaton-based approach,
XPush [13], lazily constructs a single deterministic pushdown automaton for XPEs in the system. A drawback
of the approach for online selective information processing is the difficulty in adding or deleting queries from
the automaton constructed.

The index-based algorithms [4, 5, 14] take advantage of precomputed schemes on either the XML documents
or the XPath expressions. XTrie [5] proposes a trie-based index structure, which decomposes the XPEs to
substrings that only contain parent-child operators. As a result, the processing of these common substrings
among queries can be shared. Despite this sharing, YFilter [9] has been demonstrated to have better perfor-
mance on certain workloads. Lakshmanet al. [14] propose an index structure that manages XPEs for solving
the filtering problem. The algorithms requires two passes over an XML document processed. Index-Filter [4]
addresses the problem of obtainingall matchesfor each expression stored in the system. It answers multiple
XML path queries by building indexes over the XML document elements either in a subcomputation stage or
on the fly, which avoids processing large portions of the input document that are guaranteed not to be part of
any match. The algorithm takes advantage of a prefix tree representation of the set of XML queries to share the
computation during multiple evaluations. It is efficient especially in the case of large XML documents or set
of documents. We have chosen Index-Filter in our performance comparison as a representative of index-based
filtering schemes for solving the matching problem.

3 XPath and XML Encoding

In this section, we motivate and describe the encoding of XPEs with a predicate calculus and the encoding of
XML documents as sets of tuples. Our algorithm, described in the following section, efficiently evaluates the
tuples over the predicates to determine the matching XPEs.

3.1 Basic Idea

The basic idea underlying our encoding is to record the position information of each tag and the relative position
information for each two adjacent tags in the XPEs and XML documents, respectively. From this we can
determine whether the position information recorded for each XPE is matched by the position information
represented in the current XML document.



Each XPE is translated into anordered set of predicates, where each predicate is an (attribute, operator, value)–
triple that expresses a constraint over the value of the attribute (i.e., the position of the tag). More formally, an
XPE is described ass : (a1, o1, v1) 7→ (a2, o2, v2) 7→ ... 7→ (an, on, vn), whereai represents either a tag name
variable or a pair of tag name variables,oi represents a relational operator and “7→” represents the sequence of
predicates, that is,(ai−1, oi−1, vi−1) should be ahead of(ai, oi, vi). For example,a/ ∗ /b//c is translated to
(d(pa, pb),=, 2) 7→ (d(pb, pc),≥, 1), where each predicate encodes the relative position information of each
two adjacent tags (the predicates will be discussed shortly.) The order-preserving requirement imposed by the
sequencing of predicates is an essential part of our approach and will be clarified in the sequel.

In our approach, we use the common interpretation of an XML document as a tree of nodes and consider each
path from the root node in this tree to a leaf node, separately.1 These paths are “collected” in the parsing stage.
In our implementation we use a SAX parser and extract one path at a time from the document. This path
extraction adds a negligible amount of overhead, as we illustrate in our experiments. Thus, we decompose each
XML document into a set of XML paths and each path is encoded as a set of (attribute-value)-pairs. where
each pair is, either a single XML tag name,ai, and its position value,vi, in the document path, or a special
attributelength representing the length of this XML path. For example, the XML path,e = (t1, t2, ..., tn), in
our encoding is{(length, n), (t1, 1), (t2, 2), ..., (tn, n)}. Further examples will follow in Section 3.3.

For each XML document, we evaluate all its XML paths against all XPEs in the system. An XPE is matched
by a given XML documentiff 2 the evaluation of the XPE over the XML document is a non-empty set of nodes
in the XML tree. Our data structure and algorithm exploit overlap in XPEs by storing and evaluating unique
predicates only.

If any XPE, si, in the system is matched by any document path of an incoming XML document,D =
{e1, e2, ..., en}, we say the XPE is matched by this document. The objective of this matching semantic is
to filter out XML documents matching any XPE stored in the system. Note that the XPEs,si, are single-path
expressions in the following discussion. We will discuss the matching of nested path expressions in Section 5.

3.2 XPath Expression Encoding

First, we present our predicate language for encoding XPE operators. In this section, we focus on parent-child
operator (/), wildcard operator (*), and ancestor-descendant operator (//). We then show how to represent entire
XPEs in this language. We will discuss how to support attribute-based and nested path filters with our predicate
language in Section 5. This extensibility demonstrates the principle for adding other XPath language support
to our approach.

Predicate Language: We use an extensible predicate language to express constraints over the absolute and the
relative position of tags in the XPEs. We define the following four types of predicates to represent absolute
XPEs, relative XPEs, wildcards in XPEs, and //-operators. Later, we show how to extend this language to
process attribute filters in XPEs and nested path filters.

Absolute predicates: The predicate,(pt, op, v), represents a constraint on the position of the tag,t, in the
XPE. The operator,op, can be either= or≥. For the equality operator, this predicate represents the absolute
position of a tag in the absolute XPE (i.e., an XPE explicitly starting at the root element and not including
descendant operators). For example, in the XPE,/ ∗ /t1, the predicate,(pt1 ,=, 2), is used to represent the
absolute position information of tagt1 in s. For the greater-than-or-equal operator, this predicate represents the
tag, which appears after some descendant operator in the absolute XPE, or represents the first tag in the relative
XPE, which is not a wildcard. For example, in the absolute XPE,/ ∗ //t1, (pt1 ,≥, 2) is used to represent the
position information of tagt1. In the relative XPE,∗/ ∗ /t1, the predicate,(pt1 ,≥, 3) is used to represent the
position information of tagt1.

Relative predicates: The predicate,(d(pt1 , pt2), op, v), represents a constraint between the relative position
of the tag,t2, with respect to the tag,t1. The operatorop can be either= or≥. For the equality operator, this
predicate represents tags in XPEs that are not linked by descendant operators. For example, fort1/ ∗ /t2, the
predicate,(d(pt1 , pt2),=, 2) is used to represent the relative position information between the tagt1 andt2.
Note that the order between these tags in the path is important. The predicate(d(pt1 , pt2),=, 2) indicates that
the tagt1 should appear two location steps before the tagt2 in the XML path. For the greater-than-or-equal
operator, this predicate represents tags that are linked by descendant operators. For example, in the XPEt1//t2,
the predicate,(d(pt1 , pt2), ≥, 1) expresses that the tag,t1, must appear more than one location step before the

1For processing nested path filters, we need to keep state between processing different paths, as we illustrate in Section 5.
2We will use the notationiff to mean “if and only if” in this paper.



tag,t2, in any matching document path.

End-of-path predicates: The predicate,(pat ,≥, v), represents a constraint on the position of the tag,t, relative
to the end of the XML path. It is for those tags in the absolute or relative XPE, which are followed by wildcards
only. For example, for/t1/ ∗ /∗, not only do we need the predicate,(pt1 ,=, 1), to represent the position
constraint of tag,t1, we also need the predicate,(pat1 ,≥, 2), to represent the position constraint of this tag
relative to the end of the XML path. There must be two or more tags followingt1 in a matching XML path to
satisfy the expression.

Length-of-expression predicates: The predicate,(length,≥, v), is a special predicate, which does not refer
to any tag names and their positions, but to the length of the XPE. It represents a constraint on the length of the
XML path. It is for those XPEs that contain only wildcards. For example, the XPE,s1 : / ∗ / ∗ /∗, is translated
into (length,≥, 3), which indicates that all XML paths containing enough tags will match this XPE. Note that
the expressions2 : ∗/ ∗ /∗ has the same mapping, since both of them actually require that the length of the
XML path is at least 3. We do not distinguish these two kinds of expressions in this paper, since no distinction
is required to satisfy the matching semantic we set out to solve (i.e., any document path of length at least 3 will
correctly match both expressions.)

Mapping XPEs to Predicates: This section illustrates, first, through various examples and then generically
how different XPEs are translated to the ordered sets of predicates of the types defined in the previous section.
These predicates record the position information of the first non-wildcarded location step and the relative
position information between every two adjacent tags. The objective is to record just enough information
to uniquely represent each XPE. The mapping also honors overlap between different XPEs and represents
overlapping parts of expressions with the same predicates. Our algorithm only stores and processes unique
predicates once, thus leveraging the overlap in expressions.

Simple XPEs: A simple XPE only contains parent-child operators. It is represented with absolute and relative
predicates as illustrated below.

XPE Ordered predicates

s1 : /a/b/b (pa, =, 1) 7→ (d(pa, pb), =, 1) 7→ (d(pb, pb), =, 1)

s2 : a (pa,≥, 1)

s3 : a/a/b/c (d(pa, pa), =, 1) 7→ (d(pa, pb), =, 1) 7→ (d(pb, pc), =, 1)

For s3, we do not need the predicate(pa,≥, 1) for the first tag,a, since other predicates already indicate that
the constraint on the position of the first tag should be at least 1. Note, for certain XPEs alternative encodings
come to mind. However, it is these encodings here for which we can prove the correctness of encodings and
matching algorithm in Appendix A.

The general absolute XPE, /t1/t2/.../tn−1/tn, is encoded as(pt1 ,=, 1) 7→ (d(pt1 , pt2),=, 1) 7→ ... 7→
(d(ptn−1 , ptn

),=, 1). Thegeneral relative XPE, t1/t2/.../tn−1/tn, is encoded as(d(pt1 , pt2),=, 1) 7→ ... 7→
(d(ptn−1 , ptn),=, 1).
Wildcards in XPEs: Wildcards can appear at the beginning, the middle and the end of an XPE. In our encoding
of XPEs with wildcards, we simply bypass the wildcarded location steps as illustrated below.

XPE Ordered predicates

s4 : /a/ ∗ / ∗ /b (pa, =, 1) 7→ (d(pa, pb), =, 3)

s5 : /a/b/ ∗ /∗ (pa, =, 1) 7→ (d(pa, pb), =, 1) 7→ (pab ,≥, 2)

s6 : / ∗ /a/b (pa, =, 2) 7→ (d(pa, pb), =, 1)

s7 : / ∗ / ∗ / ∗ /∗ (length,≥, 4)

s8 : a/b/ ∗ /∗ (d(pa, pb), =, 1) 7→ (pab ,≥, 2)

s9 : ∗/ ∗ /a/ ∗ /b (pa,≥, 3) 7→ (d(pa, pb), =, 2)

s10 : a/ ∗ / ∗ /b/c (d(pa, pb), =, 3) 7→ (d(pb, pc), =, 1)

s11 : ∗/ ∗ / ∗ /∗ (length,≥, 4)

In the expression,s9, we need the predicate(pa,≥, 3) to represent the position constraint of tag,a, since the
other predicates do not represent any position information for the first non-wildcarded location step.

Thegeneral absolute XPE, / ∗ /.../ ∗ /t1/.../ti/ ∗ /.../ ∗ /ti+1/.../tn/ ∗ /.../∗, is encoded as(pt1 ,=,m1) 7→
(d(pt1 , pt2),=, 1) 7→ ... 7→ (d(pti−1 , pti

),=, 1) 7→ (d(pti
, pti+1),=,m2) 7→ ... 7→ (d(ptn−1 , ptn

),=, 1) 7→
(patn

,≥,m3), wherem1, m2 andm3 are consecutive wildcards appearing at the beginning, middle and end of



the XPE, respectively. The mapping for ageneral relative XPEwith wildcards is similar, except that the first
predicate is replaced by the predicate,(pt1 ,≥,m1).
Descendant operator in XPEs: Descendant operators indicate that there are more than one location step
between two tags as illustrated below.

XPE Ordered predicates

s12 : /a//b/c (pa, =, 1) 7→ (d(pa, pb),≥, 1) 7→ (d(pb, pc), =, 1)

s13 : / ∗ /b//c/∗ (pb, =, 2) 7→ (d(pb, pc),≥, 1) 7→ (pac ,≥, 1)

s14 : a/b//c (d(pa, pb), =, 1) 7→ (d(pb, pc),≥, 1)

s15 : ∗/a/ ∗ /b//c/ ∗ /∗ (pa,≥, 2) 7→ (d(pa, pb), =, 2) 7→ (d(pb, pc),≥, 1) 7→ (pac ,≥, 2)

The general form of an absolute XPEwith descendant operator(s),/t1/.../ti//ti+1/.../tn, is encoded as
(pt1 ,=, 1) 7→ (d(pt1 , pt2),=, 1) 7→ ... 7→ (d(pti−1 , pti),=, 1) 7→ (d(pti , pti+1),≥, 1) 7→ ... 7→ (d(ptn−1 , ptn),=
, 1), where the descendant operator can appear at any location step of the XPE one or more than one time. The
encoding for thegeneral relative XPEwith descendant operators is the same, except for missing first predicate.

As a result, the common part among the XPEs are mapped to the same one or several predicates, which will
be stored and evaluated only once during the matching. For example,a/b is translated into only one predicate
(d(pa, pb),=, 1) in the above examples in spite of the position it appears in the XPEs.

It is important to note that our mapping is not predicate-order invariant. That is, the order of predicates can not
be changed because different tags may have the same name, and “7→” determines the sequence of predicates
appearing in the mapping, which is the reason for the use of an ordered set, rather than a traditional set in our
formalization. For example,(d(pa, pc), =, 1) 7→ (d(pc, pa),=, 2) 7→ (d(pa, pc),≥, 1) is used to represent the
XPE,s1 : a/c/ ∗ /a//c, where the first tag,a, and the third tag,a, are different tags but have the same name.
We identify them by looking at(d(pa, pc),=, 1) and(d(pa, pc),≥, 1), which indicate that the first tag,a, is
followed by tag,/c, and another tag,a, is followed by//c. If we change the order of these two predicates,
say(d(pa, pc),≥, 1) 7→ (d(pc, pa),=, 2) 7→ (d(pa, pc),=, 1), another XPE,s2 : a//c/ ∗ /a/c, is represented.
That is, we use the order of these predicates to represent the sequence of tags appearing in the expression.

3.3 XML Document Encoding

An XML document,D, consists of a number of document paths,D = (e1, e2, ..., en). Each document path,
ei = (t1, t2, ..., tn), consists of a sequence of tag names,ti, optional attributes and corresponding values, and
the content associated with each tag. For simplicity we only refer to the tag names in the above formalization.

The intuition behind our document path encoding is that we translate each XML document path to a set of
(attribute, value)–pairs, which are evaluated against the XPE predicates.

Our encoding records the information of the path length and the position of each tag in the document path. We
translate each XML document path,e = (t1, t2, ..., tn), to the following set of tuples:

(length, n), (t1, 1), (t2, 2), ..., (tn, n)

where(length, n) represents the length of the XML path, which is required to evaluate the predicates(pat ,≥, v)
and (length, ≥, v). The pair(ti, i) determines that the position of tagti is i in this path. This is required
to evaluate the predicates(pti

, op, v) and (pati
,≥, v). In order to evaluate the predicate(d(pti

, ptj
), op, v),

two pairs,(ti, i) and (tj , j), are required at the same time to determine the distance between tagti and tj .
The interpretation as (attribute, value)–pairs derives from the fact that “length” and the tag name are attribute
designators. The range of the value is[1, n] (n is the length of the XML path). We refer to this set of (attribute,
value)–pairs for each document path aspublication. Based on this encoding, all predicates are evaluated against
each tuple or a pair of tuples in the publication according to a set of predefined rules for predicate matching.

In our encoding, we distinguish the case of different tags with the same name occurring in the same XML
document path. Each tag is annotated with anoccurrence number, for that purpose, which counts the number
of times this tag was already present in this path.
Example 1: Consider the path,e = (a, b, c, a, b, c), which is annotated with superscripted occurrence numbers,
e = (a1, b1, c1, a2, b2, c2). It is translated into the following publication:

(length, 6), (a1, 1), (b1, 2), (c1, 3), (a2, 4), (b2, 5), (c2, 6)



where(a2, 4) indicates that the second occurringa in this document path is at position 4.
This encoding is built in the XML document parsing stage and does not require additional processing, except
for collecting the occurrence numbers for each tag appearing in the current path. In our implementation this is
based on a hash-table that keeps track of the already for the current path seen tag names.

4 Matching Algorithm

In this section, we discuss the matching algorithm. It has two stages. First, the predicate matching stage de-
termines all matching predicates and, second, the XPath expression matching stage. The latter stage computes
the matching XPEs based on the matching predicate information determined in the first stage. We discuss both
stages in turn. The interested reader is referred to Appendix A for proving the correctness of our matching
algorithm based on above encoding.

4.1 Predicate Matching

4.1.1 Predicate Evaluation

Each of the four predicates is evaluated over a document path according to the following rules.

Absolute predicates: The predicate,(pt, op, v), is matched by a given tupleiff the tuple is(t, v′), and it satisfies
the relationv′ op v.

Relative predicates: The predicate,(d(pt1 , pt2), op, v), is matched by a given pair of tuplesiff the tuples are
(t1, v1), (t2, v2), and they satisfy the relation(v2 − v1) op v. For example, given tuples(a, 2) and (b, 6),
(d(pa, pb),=, 2) is not matched since6− 2 = 2 does not hold.

End-of-path predicates: The predicate,(pat ,≥, v), is matched by a given tupleiff the tuple is(t, v′), and it
satisfies the relationl − v′ ≥ v (l is the length value).

Length-of-expression predicates: The predicate,(length, ≥, v), is matched by a given tupleiff the tuple is
(length, v′), and it satisfies the relationv′ ≥ v.

For each tuple in a publication (i.e., document path), we record the matching predicates and the occurrence
number of the tag associated with each match. Both are used to determine the matching XPEs in the second
stage of the algorithm.

Table 1. Predicate Matching Result
XPE Predicates Matching Results

(d(pa, pb),≥, 1) (a1,b1), (a1, b2), (a2, b2)
a//b/c (d(pb, pc), =, 1) (b1, c1), (b2, c2)

(d(pc, pb),≥, 1) (c1, b2)
c//b//a (d(pb, pa),≥, 1) (b1, a2)

Example 2: Considering the XML path from Example 1 and the two XPEs:a//b/c andc//b//a, the individual
predicate matching results are shown in Table 1. For expressiona//b/c, which translates to(d(pa, pb),≥, 1) 7→
(d(pb, pc),=, 1), each predicate with its corresponding matching results is shown. The combination of two
boldface matching results is one of the true matches fora//b/c. From these results, it can be seen that not all
combinations of the predicate matching results constitutes a true XPE match. For example, predicate matching
results(a1, b2) and(b1, c1) are not a true XPE match, since the occurrence numbers (i.e., superscripts) indicate
that the first predicate is matched by the secondb in the XML path, while the second predicate is matched by
the firstb in the path. The same situation occurs in the other expression, which indicates that there is no match
for c//b//a. Theoccurrence determinationalgorithm, described in Section 4.2.1, will determine whether at
least one true match exists, among the individual predicate matching results, or not for each XPE.

4.1.2 Predicate Index

We maintain a predicate index that manages distinct predicates through multiple stages of hashtables. Suppose
that we have two XPEs,/a/∗/c and∗/a/∗/c/∗/∗/∗, the common parta/∗/c is represented as(d(pa, pc),=, 2)
and only stored once in our predicate index, as shown in Figure 1. All predicates are managed in the first stage
of the index according to their type. For absolute predicates, i.e.,(pt, op, v), we form hash keys by using the
tag name to access a separate array per operator that stores predicate identifiers (pids). Each array is indexed
by the predicate’s value. The length of the array depends on the maximum length of the XPEs supported by



the system. For relative predicates, i.e.,(d(pt1 , pt2), op, v), we form a first-level hash key with the first tag and
a second-level hash key with the second tag. The first-level hashtable indexes into a second-level table, which
indexes into the same structure as the table for managing absolute predicates. For end-of-path predicates, i.e.,
(pat ,≥, v), we form a hash key based on the tag and manage one array per tag that keeps track of all predicates
of this type. For length-of-path predicates, i.e.,(length,≥, v), we only keep an array and do not need additional
keys sincelength and≥ are fixed.
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Figure 1. Predicate Index

A predicate is inserted into the index by hashing on tag name(s) and indexing into the corresponding array with
the predicate value. If a pid is found, it is returned, indicating that the exact same predicate is already stored in
the system, otherwise a new pid is created for this predicate and stored at the indexed location in the array.

Based on predicate matching rules defined in Section 4.1.1, the predicate matching is straightforward by using
the predicate index. For absolute predicates, given each tuple in the document path, a matching predicate is
identified by checking for existing pids in the associated array at the index position identified by the value in
this tuple (for equality predicates) and at all index positions in the array larger than this value (for greater-than-
or-equal predicates). For end-of-path and length-of-expression predicates, the evaluation is similar except that
the length of document path is applied. For relative predicates, the evaluation must correlate a pair of tuples
and the index position is identified by the difference of the positions of the second-level and first-level tags in
the document path.

4.2 XPath Expression Matching

The previous predicate matching stage results in a set of matched predicates. For each predicate we record
matching occurrences, i.e., an occurrence number of the tag that matches the predicate. From this information
we compute the matching XPEs. In this section, we first present the algorithm that, based on the matching
occurrences of predicates of an XPE, determines whether the expression is matched. We then explore two
optimized organizations of XPE predicates to more efficiently identify matching candidates.

4.2.1 Determining a Matching Expression

This section describes how to determine a matching XPE from the matching occurrence information of its
constituent predicates. An XPE,s, is the ordered set of predicates,s = pre1 7→ pre2 7→ ... 7→ pren. The
predicate matching result for the predicate over one tag and two tags is the set of occurrence numbers and
occurrence number pairs, respectively. In our notation (and implementation) we omit the tag names and only
keep track of occurrence numbers, as tag information is no longer needed. For example, in Table 1, the predicate
matching occurrence results for expression,a//b/c are{(1, 1), (1, 2), (2, 2)} 7→ {(1, 1), (2, 2)}. Here, the first



tuple (1, 1) specifies that the first predicate ofa//b/c is matched by the first tag,a, and the first tag,b, in
the document path. The second tuple(1, 1) specifies that the second predicate ofa//b/c is matched by the
first tag,b, and the first tag,c, in the XML document path. Not each combination of matching occurrence
results of predicates are a true match (see Example 2). The combination is a true match if and only if the
second occurrence number ofprei−1 is the same as the first occurrence number ofprei (2 ≤ i ≤ n). A
correct combination has the following format:(o1

1, o
1
2), (o

2
1, o

2
2), ..., (o

n
1 , on

2 ), where(oi
1, o

i
2) is selected from

the predicate matching results ofprei, andoi−1
2 = oi

1 holds for eachi (2 ≤ i ≤ n).
Depending on the predicate type, a matching occurrence result has one or two values, i.e., one per tag name
variable in the predicate. In our notation, to simplify the discussion, we duplicate the occurrence result, if only
one value is present. For relative predicates, two different values are required and cannot be avoided (i.e., one
per matching tag name variable in the document path.)

The problem of finding a sequence of occurrence numbers is a constraint satisfaction problem [7], where the
constraints areoi−1

2 = oi
1 for eachi (2 ≤ i ≤ n). We use a backtracking algorithm [7, 3] to solve this constraint

satisfaction problem. Our algorithm is shown in Algorithm 1.

Algorithm 1 Occurrence Determination Algorithm

Require: the ordered matching resultsR = {R1, R2, ..., Rn}
Ensure: matchor noMatch

1: current ← 1, step ← 1, back ← false
2: for eachRi ∈ R do
3: if Ri = ∅ then
4: returnnoMatch
5: end if
6: end for
7: R′1 ← R1, select one pair(o1, o2) from R′1 and then delete it fromR′1, pcurrent ← (o1, o2)
8: while truedo
9: if back = false then

10: if current = n then
11: returnmatch
12: else
13: current + +, step ← current, andR′current ← Rcurrent(o2)
14: end if
15: end if
16: if R′current 6= ∅ then
17: select one pair(o1, o2) from R′current, and remove it fromR′current,pcurrent ← (o1, o2), back ← false
18: else
19: step−−
20: while R′step = ∅ andstep 6= 0 do
21: step−−
22: end while
23: if step = 0 then
24: returnnoMatch
25: else
26: current ← step, back ← true
27: end if
28: end if

29: end while

The input to the algorithm are predicate matching results,R = {R1, R2, ..., Rn}, for the given XPE, in correct
order, whereRi is the predicate matching result forprei. The algorithm exits withmatchif it finds a correct
match, and returnsnoMatchif it finds no matching combination. The algorithm works by traversing the space
of partial matching solutions (i.e., sequences of matching occurrence numbers) in a depth-first manner and
prunes the search space by ruling out discontinuing occurrences (i.e., occurrences such as(1, 1) and(2, 3), for
instance, which do not constitute matching candidates.) The algorithm stops as a matching sequence is found.
Were we to continue the algorithm, all possible matches would be found. To implement the specified matching
semantic we only need to determine one match, not all possible matches.

We now discuss the algorithm in detail. The variables, initialized in line 1 arecurrent representing the current
predicate,step representing the backtracking depth of the algorithm, andback a flag to record the algorithm’s
“direction” — forward or backward. The algorithm immediately returnsnoMatch if there is any predicate
without matching result among the input (line 2). Next, the algorithm (randomly) selects one pair,(o1, o2),
from R′1, removes it, and letsR′1 be the set of available pairs forpre1 (line 3). Then the algorithm selects
all pairs, whose first occurrence number iso2, from R2, and stores these pairs inR′2. If R′2 is ∅, then this



indicates that no correct combination could start with(o1, o2), therefore, we have to select another occurrence
number pair fromR′1. This step continues for alli. That is, select one pair,(oi

1, o
i
2), from R′i, which is the

current selected pair forprei, and removes it fromR′i (line 8). We buildR′i+1 by selecting pairs, whose first
occurrence number isoi

2, from Ri+1. R′i+1 is the set of available matching results forprei+1 (line 7). If
R′i+1 = ∅, then there is no correct choice for currently selected occurrence numbers,(oi

1, o
i
2). We, therefore,

backtrack toi, chose the next available,(oi
1, o

i
2), if R′i 6= ∅. The algorithm returnsmatchas the first(on

1 , on
2 )

(line 6) is found, and returnsnoMatch, if R′1 is∅ (line 10).

4.2.2 Optimized Expression Organizations

The objective is to apply the occurrence determination algorithm as few times as possible. The algorithm does
not have to be applied, if for a given XPE, one or more of its predicates is not satisfied. The algorithm does not
have to be applied either, if we have established that an expression subsuming other expressions is satisfied,
since the subsumed expressions will be satisfied as well. In this section, we exploit these observations to more
advantageously organize the XPE predicates managed by our algorithm.

For two XPEss1 ands2, we say thats1 coverss2 if and only if all publications that matchs2 also matchs1.
As a result, if we knows2 is matched by a publication, then we can draw the conclusion thats1 is also matched
by this publication without further evaluating it. That is,s1 is subsumed bys2. We find that XPEs, where one
constitutes a prefix of the other one, are in a covering relation. Suppose that for two XPEs,s1 : pre1 7→ pre2 7→
, ..., 7→ prem ands2 : pre1 7→ pre2 7→, ..., 7→ pren(1 ≤ m ≤ n), then,s1 is the prefix ofs2. If one publication
matchess2, the occurrence determination algorithm will satisfy it, which indicates that there exists at least one
correct combination,(o1

1, o
1
2), (o

2
1, o

2
2), ..., (o

n
1 , on

2 ). As a result, the occurrence determination algorithm fors1

will return a match as result as well, since there exists at least the combination,(o1
1, o

1
2), (o

2
1, o

2
2), ..., (o

m
1 , om

2 ).
That is, this publication also matchess1. Therefore, we do not need to evaluates1, sinces1 coverss2. Note,
the covering relation also holds, if for two expressions, one constitutes a suffix or a contained expression of the
other one. We exploit prefix-covering relation in this paper and postpone others to future work.
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Figure 2. Fragment of XPE Index

We use an XPE data structure that takes advantage of this prefix-covering relation among expressions. A
fragment of our data structure representing expressions starting withpre1 is shown in Figure 2. Expressions
are indexed by their predicates. In the figure, we designate entire XPEs through marking the final predicate
with XPE identifiers (sids). For example,s2 : pre1 7→ pre2 7→ pre3 7→ pre4 represents an XPE.s1 is a
prefix of s2, which indicates thats2 coverss1. Thus, we do not need to evaluates1 given a publication that
satisfiess2. The strategy in processing expressions in the final stage of our algorithm is to evaluate expressions
that cover the most number of expressions first. In our current implementation we approximate this through
selecting the longest expression first, deferring more refined heuristics to future work.

To reduce the number of times the occurrence determination algorithm is run, we consider a further optimized
XPE layout. This is based on the observation that for a set of expressions that share common predicates, if
the common predicates are not satisfied, all expressions do not need to be evaluated, since all of them will
be false anyway. We refer to these common predicates asaccess predicates. In our approach, we cluster all
expressions by their first predicate. More refined clustering schemes are imaginable. Also, better ways of



determining candidate access predicates to cluster on come to mind. However, our primary objective is to
determine whether this approach can yield better results to start with. The occurrence determination only runs,
if the access predicates are satisfied, otherwise, the entire cluster is ruled out. The idea of an access predicate
to rule out non-matching XPath expression sub-trees in our expression index has first been proposed by Fabret
et al. [10] in the context of matching in publish/subscribe. However, that work was not about filtering XML
documents through large volumes of XPEs. Also, the access predicate was applied to subscriptions not XPE
expression trees.

5 Filter Expressions

In this section we discuss how to handle attribute-based filters and nested path filters in XPEs in our approach.
This illustrates the extensibility of our approach and motivates the principles for further extending our approach
to other XPath language features.

Attribute-based Expressions: First, we introduce a new type of predicate, anattribute predicate, to handle
attribute-based filters in XPEs. The predicate,([attr, op, v]) represents a constraint on the value of the attribute
attr, which is attached to a tag,t, in the XPE encoding. For example, in the XPE,s : / ∗ /t1[@x = 3], the
predicate,(pt1([x,=, 3]),=, 2), is used to represent not only the position information of the tag,t1, but also
the attribute and the corresponding value information of the tagt1. The attribute predicate,([attr, op, v]), can
be attached to any tag name variable,pt, in the predicates(pt, op, v), (d(pt1 , pt2), op, v), and(pat ,≥, v).
The predicate(pt([attr, op1, v1]), op2, v2) is matched by a given tuple if and only if the tuple is(t([attr, v′1]), v

′
2),

which verifies both relationsv′1 op1 v1 andv′2 op2 v2. For example, given a tuple,(a([x, 6]), 5), which indi-
cates that the taga has an attributex and corresponding value 6, we say that the predicate(a([x,≥, 3]),≥, 2)
is matched since both relations,6 ≥ 3 and5 ≥ 2 hold. The evaluation of attribute-based filters for the other
predicates is similar.

This approach to predicate evaluation is referred to asinline evaluation of predicates, since the evaluations are
performed regardless of whether the expressions are structurally matched or not. With the inline approach, the
time of predicate matching increases, however, the number of matched predicates decreases, which reduces the
number of times the occurrence determination algorithm has to be invoked.

An alternative approach, referred to asselection postponed, evaluates attribute predicates after the occurrence
determination took place. In this case, structurally unmatched expressions are not further evaluated for attribute
filter matches, only structurally matched ones are. The drawback of this approach is that after all attribute
filters are matched, the occurrence determination step has to be repeated to determine whether the expression
also passes the attribute filtering step. This repeated evaluation on attribute occurrences maybe traded-off
by the fewer number of structurally matched expressions. We show interesting trade-offs between these two
approaches in our experimental evaluation. The termsinline and selection postponed were first used by
YFilter in the context of XML filtering. However, their NFA-based approach is completely different from our
predicate-based technique.

Nested Path Expressions: A nested path filter is an XPE containing other XPEs in the location steps. The
resulting structure of the expression is no longer a path, but a tree. These nested path expressions must be
evaluated in the context of the node, which contains them.

Inspired by thequery decompositiontechniques proposed in numerous related approaches, such as XFil-
ter and XTire [2, 5], we first decompose an XPE into several sub-expressions. For example, the XPE,
s : /a[∗/c[d]/e]//c[d]/e, can be decomposed into four sub-expressions shown in Figure 3, where each leaf
node is a sub-expression.s contains two levels of decomposition since its nested paths themselves also contain
nested path expressions. In the first level of decomposition,s contains two nested paths ”∗/c[d]/e” and ”d”
enclosed with ”[]”. a//c/e is extracted as the main sub-expression,/a/ ∗ /c[d]/e and/a//c/d are two ex-
tended sub-expressions — extending from the main expression. For each extended sub-expression, predicate,
(pos,=, v), is used to record the position of the last shared element with the main sub-expression. For exam-
ple, (pos,=, 2), indicates that/a//c/d branches from the main sub-expression/a//c/e at position 2. In the
same way, we decompose/a/ ∗ /c[d]/e into a main sub-expression/a/ ∗ /c/e and an extended sub-expression
/a/ ∗ /c/d, and record their structure relation. We encode sub-expressions into ordered sets of predicates and
process them separately. In order to identify whether an expression is matched after each of its sub-expressions
has been evaluated, we also need to record structure information for XML documents, as shown in Figure 4.
We extract XML paths, and for each path,e = (t1, t2, ..., tn), we record structure information with tuple,
< m1,m2, ..., mn >, wheremk represents thattk is themk-th child of tk−1 in the XML tree.
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Figure 4. XML tree

Given the XPE matching results for the XPEs and the above structure information of the current XML document
and XPE, we can determine whether an XPE is matched by an XML document. Consider the examples in
Figure 3 and 4 again, for each sub-expression in Figure 3, we know which XML path it matches after the
expression matching phase, as shown in Figure 5. For example,/a/ ∗ /c/d matchese1 : < 1, 1, 1, 1 >, where
the underlining of each number means that the matching occurs at this point./a//c/d also matchese1, however,
the matching result ise1 : < 1, 1, 1, 1 >, which indicates that the matching does not occur at the position 2 in
the XML path. We can determine whether a true match exists or not by checking the above matching results
bottom-up in the XPE decomposition tree (see Figure 5). In each level of the XPE decomposition, we compare
the matching results of each extended sub-expression against the main sub-expression to determine whether a
pair of XML paths exists that satisfy the position relation. For example, for/a/∗/c/e and/a/∗/c/d, position
relation predicate,(pos,=, 3), indicates that these XPEs should have the same match (i.e., the same numbers
up to and including the underlined number) before position 3 and show a difference (i.e., different numbers)
after position 4, since/a/ ∗ /c/d branches from/a/ ∗ /c/e at position 3. For example,< 1, 1, 1, 2 > and
< 1, 1, 1, 1 > satisfy the position relation; however,< 1, 3, 1, 1 > and< 1, 1, 1, 1 > do not satisfy the position
relation, since they differ in the matching result starting at position 2. Thus, the matching result of non-leaf
node,/a/ ∗ /c[d]/e, is produced and compared to nodes in its own level in the XPE decomposition tree, as
indicated by the black arrows in Figure 5.< 1, 1, 1, 1 ∧ 2 > indicates that/a/ ∗ /c[d]/e actually matches a
bifurcate structure in the XML tree. Similarly, the final matching results,e4 for /a//c/d, e3 for /a//c/e, e2

for /a/ ∗ /c/e, ande1 for /a/ ∗ /c/d, can be achieved, as shown in Figure 5.

6 Evaluation

6.1 Experimental Setup

In this section, we experimentally evaluate the performance of our algorithms based on the above described
encoding. We also evaluate the two ways of organizing XPath expression predicates — prefix covering and
access predicate. We compare our algorithms with two popular XML filtering techniques — YFilter [8] and
Index-Filter [4]. We chose YFilter, as it has been shown to have superior performance over alternative ap-
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Figure 5. XPath expression matching results

proaches [8]. Yfilter is also representative for the class of automaton-based approaches. We chose Index-Filter,
as one representative example of algorithms from the class of index-based filtering techniques. All algorithms
are implemented in C. We modify the Index-Filter algorithm to stop after determining one match. The original
algorithm is applied to find all matches in the XML document for each XPE. We perform all experiments on a
computer with an Intel Xeon 2.4GHz processor with 2GB RAM running Linux Redhat 8.

For generating the XPE workload, we used the XPath generator released by Diaoet al. [8]. For generating
the XML document workload, we used the IBM XML Generator [1]. This generator was used with default
parameters except that we varied the maximum number of levels of the resulting XML documents from 6 to 10.
This was set consistently with the maximum length of XPEs. In order to generate these workloads, we used two
different DTDs: the NITF (News Industry Text Format) DTD [15] and the PSD (Protein Sequence Database)
DTD [16]. For each DTD, we generated 500 XML documents. The average size of our XML document is
around 8.77 KB containing on average 140 tags. For each algorithm, we filtered all 500 XML documents
against the corresponding XPath workload. All reported results are averaged over this set. All experiments
report the total filtering time as the main performance metric. This time includes the time of parsing the XML
document (for our algorithms this also includes the time to generate the encodings), matching the document
against the XPE workload and collecting all results. As we show later, parsing time is negligible, unlike the
results reported by other researchers. In our experiments, we suppose that all XPEs are processed before any
XML documents are matched. That is, the time to process XPEs is not included in the filter time. XPath
insertion time is an interesting metric, but not considered here. Note, in our approach, all insertion operations
are constant time and the number of predicates encoding an XPE is linear in the number of location steps in an
expression.

6.2 Varying the Number of XPEs

We first evaluate the scalability of the algorithms by varying the number of XPEs. First, we look at distinct
expressions and then at workloads that contain duplicate expressions.

Distinct Expression Workload:

In this experiment, first, we compare three of our predicate-based filtering algorithm variants against each other
to determine the best one under the given workloads. The basic matching algorithm without any optimizations
(basic), the matching algorithm with prefix covering(basic-pc) and the matching algorithm with prefix cover-
ing and access predicate(basic-pc-ap). We generate two XPE workloads for NITF and PSD, respectively, and
set flag of distinct vs. non-distinct (D) to true, maximum length of XPE (L) to 6, probability of “∗” occurring
at a location step (W ) and probability of “//” occurring at a location step (DO) to 0.2, respectively.

The number of distinct expressions ranges from 25,000 to 125,000 and from 1,000 to 10,000 for NITF and PSD,
respectively. The results for NITF are shown in Figure 6(a). As can be seen, each algorithm scales linearly with
the number of distinct expressions processed. The algorithmbasic performs worst. The algorithmbasic-pc
performs consistently better. The improvement is a direct consequence of the prefix covering technique.

The prefix covering technique is sensitive to the number of covering relations in the expressions. It is also sen-
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Figure 6. Varying the number of distinct XPEs (Each data point reports an average over
500 documents)
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Figure 7. Workloads Including Non-distinct Expressions

sitive to the overall percentage of matched expressions. The higher the percentage of matched expressions, the
fewer times the occurrence determination algorithm is expected to execute. In the NITF workload, the gener-
ated expressions are extremely selective: the percentage of matched expressions is on average 6 %. Therefore,
the prefix covering technique can only contribute little, even if there is a large number of covering relations
among expressions. If, in addition, we apply the access predicate technique in thebasic-pc-ap version of the
algorithm, we obtain the best results for this workload.

Figure 6(b) presents the results for the PSD workload. The overall trends observed above are similar for this
workload. However, the main difference is the much higher percentage of match, which is 75% for this data
set. Here, the prefix covering technique significantly contributes to reducing the processing time.

In Figure 6(a) and (b) we also compare our algorithms with the alternative approaches. We find that for a low
percentage of matching in the workload (6 % in NITF in Figure 6(a)) YFilter performs better than ourbasic-
pc-ap algorithm, if the number of expressions is greater than 100,000. YFilter can take better advantage of the
high selectivity of the NITF workload. If only a small number of expressions are matched, the execution of the
NFA extends to only a very limited number of states as the XML tag elements do not trigger new transitions.
In contrast, our algorithm translates all the XML paths into attribute-value pairs and matches them against the
existing predicates, whether the paths match any predicates or not. The Index-Filter algorithm performs worst
and takes almost twice as much time as YFilter. Our workload is not favorable for Index-Filter. Its strength is
the processing of small number of expressions over large XML documents.

However, in a contrasting scenario, where the percentage of matching in the workload is high, as for the PSD
DTD in Figure 6(b) with 75 % matching, the difference between YFilter and our algorithms becomes much
more significant. As compared to the above case, the situation is reversed with our algorithms performing
significantly better. The YFilter NFA has to undergo a large number of transitions and touches a lot of states,
whereas our algorithm amortizes the work done in predicate matching and XPE matching in determining the
large number of matches. Index-Filter still performs least favorable, as explained above.

Duplicate Expression Workload: In large, Internet-scale filtering system the expression workloads are likely
to contain duplicate expressions. These duplicates represent the common and shared interests among users. In
this experiment, we vary the number of expressions from half a million to 5 millions and setD to false, all
other parameters are the same as before. The number of distinct expressions ranges from 55,000 to 167,000
and from 5,500 to 10,000 for NITF and PSD DTDs, respectively. Figures 7 shows the results for PSD DTD.
The NITF results are similar with distinct expression experiment. For both DTDs, all algorithms scale linearly
when increasing the number of expressions. In the NITF workload, our algorithm performs slightly better
than YFilter. basic-pc-ap andyfilter perform 121.5 and 137.3 ms over 5 millions of duplicate expressions,
respectively, which indicates that our algorithm accommodates duplicate expressions in the workload slightly
better. For the PSD DTD, our algorithm outperforms YFilter in the larger expression regimes by more than half
of its matching time. Again, this is due to the high percentage of matching.
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Figure 8. Varying the wildcard probability

6.3 Effect of Wildcards and Descendants

In this section, we investigate the impact of the probability of wildcards and descendant operators on matching
time. We only report the NITF workload, since the PSD workload has the similar results. For wildcards, we set
DO to 0.2 and varyW from 0 to 0.9; for descendant operators, we setW to 0.2 and varyDO from 0 to 0.9.
Both workloads contain 2 million expressions. We show the NITF results for increasing wildcard in Figure 8.
The results for varying descendant operator probability are similar. With the increase in wildcard probability,
the number of predicates first grows because the addition of wildcards will increase the number of predicates,
adding new predicates with increasing range values to the existing predicates. AsW is further increased, the
overall number of predicates begins to decrease resulting in fewer distinct predicates. The turning point here
is 0.3. After this point, the expressions become very similar to each other and more overlapping and duplicate
expressions are in the workload resulting in less matching time. For descendent operator, with increasing
probability, the number of predicates first increases because of the addition of further relative,greater-than-or-
equalpredicates and, finally, a decrease because expressions overlap and more duplicates come about in the
workload.

In YFilter, the increase ofW andDO will increase the non-determinism of the underlying NFA. Even when
W is set to 0.9, at which point the number of distinct expressions has significantly decreased, YFilter’s per-
formance does not improve significantly like our algorithm. This happens because more states of the NFA are
touched in filtering. The wildcards are matched by any XML element leading to many state transitions. A
similar argument applies to varyingDO.

Index-Filter is not evaluated for increasingW . The original paper does not discuss how to handle wildcards.
In our implementation, we just simply let wildcards match any XML elements, which makes the size ofindex
streamof each node in the prefix tree augment rapidly, especially when the probability of wildcards is high.
For descendant operator, it is also less sensitive to the varying probability like YFilter.

6.4 Effect of Attribute-based Filters

In this section, we study the performance of our algorithm when the XPEs have attribute-based filters. We
implement the inline and selection postponed approach based on thebasic-pc-ap algorithm. For YFilter,
we implement the selection postponed approach, since it has been praised as superior to an inline approach for
YFilter [8]. We generate expression workloads with one and two filters per path, respectively. The NITF results
are shown in Figure 9(a). In the NITF workload, most expressions are not structurally matched. Therefore,
selection postponed approaches, in both our algorithm and YFilter, are less sensitive to the increase in the
number of filters per expression. The filters are checked only if the expressions are structurally matched. Our
inline approach responds to two factors. One, the number of attributes in the XML document and, two, the
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Figure 9. Varying the number of filters per expression



number of filters in the expression. The NITF XML documents contain more attributes than the PSD ones. As
a result, the difference betweeninline-1 (one attribute per path) andinline-2 (two attributes per path) becomes
insignificant in the PSD results, since the algorithm needs less time to evaluate these attributes in the document.
As expected, our algorithms based on the inline approach perform better than YFilter on the PSD workload
because of the high percentage of matching. YFilter has to evaluate more filters after the structural matching
in the NITF workload. However, the selection postponed technique in the context of our approach does not
yield good performance for the PSD workload since the high percentage of matching results leads to more
applications of the occurrence determination algorithm, when we evaluate the attribute predicates.

6.5 Matching Cost Breakdown
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Figure 10. Cost of predicate and expression matching

In this experiment we aim to understand where the time is spent in our algorithm. The total filtering time in
all our experiments includes the time spent on parsing the XML document, performing predicate matching and
performing expression matching. In this experiment we isolate these times to understand the impact of the
different stages of the algorithm. Our evaluations show that parsing time is negligible compared to the total
filtering time. The average parsing time for NITF and PSD XML documents is only 314 and 355 microseconds,
respectively. We, therefore, do not plot these numbers, as they are too small. In the experiment, we used
the same workload as in the experiment with duplicate expressions. Figure 10 shows the cost breakdown
for predicate matching, expression matching (i.e., occurrence determination), and other computations (i.e.,
collecting the results). We only plot NITF workload results (PSD results are similar). As can be seen in the
figure, the cost for expression matching dominates. As the number of expression increases, the time spent on
predicate matching rises less severely than the time spent on expression matching. As more expressions are
processed, the number of distinct predicates does not increase to the same degree as the number of expressions.
This is because our algorithm takes advantage of duplicated predicates storing and processing them only once.
The numbers of distinct predicates that are managed in our algorithm for the plotted data points are 4019, 4593,
5150, 5521, and 5843, which changes comparatively little compared to the change in expression numbers (i.e.,
from 1000 K to 5000 K).

7 Conclusions

In this paper, we have developed and evaluated a novel matching algorithm to solve the XML/XPath filtering
problem for filtering XML documents against large numbers of XPEs. The novel ideas underlying our algo-
rithm are to encode XPEs as Boolean predicates, encode XML documents as sets of (attribute, value)–pairs, and
efficiently evaluate these tuples over the Boolean predicates. This constitutes an altogether new approach for
solving the XML filtering problem, next to the popular automaton-based and index-based filtering algorithms.



The strength of our approach is the great potential to take advantage of overlap in different XPEs. The over-
lap exploitation is manifest in the predicate encoding that stores and processes distinct predicates once. We
have experimentally evaluated the performance of our algorithm and have constructively proven its scalability
for processing of Internet-scale workloads (millions of XPEs and matching performance in the millisecond
range). We have evaluated our approach next to common alternatives, namely YFilter and Index-Filter. This
comparison gave rise to interesting trade-offs and novel insights.

For an XPE workload with a high percentage of matched expressions, our algorithm is more efficient than
the alternative approaches investigated. For a contrasting workload with a very low matching percentage,
YFilter outperformed our algorithm. For workloads that are based on expressions that are characterized by
many wildcards and descendant operators, our algorithm consistently outperformed alternatives. For expression
workloads including attribute filters and high matching percentages, our inline predicate evaluation algorithm
outperformed alternatives. In contrast, the selection postponed approaches performed better for an expression
workload with a low matching percentage. All selection postponed approaches performed within a small
variance of each other.

The proposed algorithm is thus a completely novel and viable alternative to existing automaton-based and
index-based approaches.
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A Proof of the Correctness of Predicate Encoding

In the predicate-based filtering of XPath expressions against XML document, we encode XPath expression as
ordered set of predicates and translate XML document into set of tuples. In this appendix, we prove the correct-
ness of our encoding. XPath expression matches XML document path if and only if the corresponding XPath



expression encoding (ordered set of predicates) matches the corresponding XML document path encoding (set
of tuples).

A.1 Introduction

Each XPath expression is translated into anordered set of predicates, where each predicate is an (attribute,
operator, value)–triple that expresses a constraint over the value of the attribute (i.e., the position of the tag). The
predicate can be one of the following four types: absolute predicate, relative predicate, end-of-path predicate
and length-of-expression predicate.

In our approach, we use the common interpretation of an XML document as a tree of nodes and consider each
path from the root node in this tree to a leaf node, separately. Thus, we decompose each XML document into
a set of XML paths and each path is encoded as a set of (attribute-value)-pairs. For example, the XML path,
e = (p1, p2, ..., pn), in our encoding is{(length, n), (p1, 1), (p2, 2), ..., (pn, n)}.
We will prove the correctness of our encoding in the following section by induction.

A.2 Proof

Theorem A.1 Let s = op1 t1 op2 t2 ...... opn tn be an XPath expression, whereopi (1 ≤ i ≤ n) is either
parent-child or ancestor-descendant operator,ti (1 ≤ i ≤ n) is either a tag name or wildcard andn is the
length of XPath expression. Lete = (p1, p2, ..., pm) be an XML path consisting of a sequence of tag names,pi,
andm is the length of XML document path. Lets′ be the predicate-based encoding ofs ande′ be the document
path encoding ofe. We say thats matchese iff s′ matchese′.

Proof:

”IF” : We will prove that ifs matchese thens′ matchese′ under our encoding. We show by induction on the
length of s,n. First, we prove that Theorem A.1 holds whenn = 1. Second, assume it holds forn = k, then,
we prove that it holds whenn = k + 1.

Let us considern = 1, s can be/t, //t, /∗ and//∗. In all four cases, we prove that Theorem A.1 is true by
following the steps listed below:

1. Construct general format ofe, which matches the specifieds.

2. Translates ande into s′ ande′, respectively, with our encoding.

3. Prove thats′ matchese′ under our evaluation rules.

Case 1 :s = /t. First,e = (t, p1, p2, ..., pq). Second,s′ = (pt,=, 1) ande′ = {(length, q + 1), (t, 1), (p1, 2),
..., (pq, q + 1)}. Third, (pt,=, 1) matches(t, 1) in e′.
Case 2 :s = t. First,(p1, ..., pi−1, t, pi, ..., pq) (1 ≤ i ≤ q). Second,s′ = (pt,≥, 1) ande′ = {(length, q +
1), (p1, 1), ..., (pi−1, i− 1), (t, i), (pi, i + 1), ..., (pq, q + 1)}. Third, (pt,≥, 1) matches(t, i) in e′ sincei ≥ 1.

Case 3 :s = /∗. First,e = (p1, p2, ..., pq) (q ≥ 1). Second,s′ = (length,≥, 1) ande′ = {(length, q), (p1, 1),
..., (pq, q)}. Third, (length,≥, 1) matches(length, q) sinceq ≥ 1.

Case 4 :s = ∗. It is same with Case 3, since we do not distinguish them in our matching semantic.

Let us assume that Theorem A.1 holds forn = k, that is, if sk = op1 t1 op2 t2 ...... opk tk matchesek =
(p1, p2, ..., pq) (the subscriptk is not for the length ofe, but represents a matched path forsk), thens′k =
pre1 7→ pre2 7→ ... 7→ prel matchese′k = {(length, q), (p1, 1), ..., (pq, q)}. We will prove it holds for
n = k + 1. First of all, we assume thatsk actually matches part ofek, (pi, pi+1, ..., pj) (1 ≤ i < j ≤ q).
Thus,t1 matchespi andtk matchespj , respectively, andj − i + 1 ≥ k holds since anyop in sk can be//-
operator. Given the assumption, there are several cases need to be considered. For each of them, we prove that
Theorem A.1 holds forn = k + 1 by following the steps listed below:

1. Constructsk+1 based onsk.

2. Construct general format ofek+1, which matchessk+1.

3. Translatesk+1 andek+1 into s′k+1 ande′k+1, respectively, with our encoding.



4. Prove thats′k+1 matchese′k+1 under our evaluation rules.

Case 1 :tk is a tag name and thustk = pj . opk+1 tk+1 of sk+1 can be/t, //t, /∗ and//∗. We discuss them
respectively.

• opk+1 tk+1 = /t. First, sk+1 is sk followed by /t, which is encoded assk · /t in our proof. Second,
ek+1 = (p1, ..., pi, ..., pj , t, pj+1, ..., pq). Third, s′k+1 = pre1 7→ ... 7→ prel 7→ (d(ptk

, pt),=, 1) and
e′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ..., (pj , j), (t, j + 1), (pj+1, j + 2), ..., (pq, q + 1)}. Fourth,
the new predicate(d(ptk

, pt),=, 1) matches tuples(pj , j) and(t, j + 1) sincetk = pj actually.

• opk+1 tk+1 = //t. First,sk+1 = sk · //t. Second,ek+1 = (p1, ..., pi, ..., pj , pj+1, ..., t, ..., pq). Third,
s′k+1 = pre1 7→ ... 7→ prel 7→ (d(ptk

, pt),≥, 1) ande′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ...,
(pj , j), (pj+1, j+1), ..., (t, r), ...(pq, q+1)} (j+1 ≤ r ≤ q+1). Fourth, the new predicate(d(ptk

, pt),≥
, 1) matches tuples(pj , j) and(t, r) sincer − j ≥ 1.

• opk+1 tk+1 = /∗ or//∗. First,sk+1 = sk·/∗, orsk·//∗. Second,ek+1 = (p1, ..., pi, ..., pj , t, pj+1, ..., pq).
Third, s′k+1 = pre1 7→ ... 7→ prel 7→ (patk

,≥, 1) ande′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ...,
(pj , j), (t, j + 1), (pj+1, j + 2), ..., (pq, q + 1)}. Fourth, the new predicate(patk

,≥, 1) matches tuples
(length, q + 1) and(pj , j) sinceq + 1− j ≥ 1.

Case 2 :tk is a wildcard and at least one tag name exists insk. Thus,prel must be an end-of-path predicate
and should be removed since new endopk+1 tk+1 will be added. Assume thattu is the last tag name insk and
thus alltv (u < v ≤ k) are wildcards. Moreover, assume thattu matchespw in ek, and thusi ≤ w < j and
tu = pw hold. opk+1 tk+1 of sk+1 can be/t, //t, /∗ and//∗. We discuss them respectively.

• opk+1 tk+1 = /t and allopv (u < v ≤ k) are /-operator. First,sk+1 = sk · /t. Second,ek+1 =
(p1, ..., pi, ..., pw, ..., pj , t, pj+1, ..., pq). Third, s′k+1 = pre1 7→ ... 7→ prel−1 7→ (d(ptu , pt),=, k −
u + 1) and e′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ..., (pw, w), ..., (pj , j), (t, j + 1), (pj+1, j +
2), ..., (pq, q + 1)}. Fourth, the new predicate(d(ptu

, pt),=, k − u + 1) matches tuples(pw, w) and
(t, j + 1) since no //-operator appears betweentu andtk, and thusk − u + 1 = j + 1− w holds.

• opk+1 tk+1 = /t and someopv (u < v ≤ k) is //-operator, oropk+1 tk+1 = //t. First,sk+1 = sk · /t,
or sk · //t. Second,ek+1 = (p1, ..., pi, ..., pw, ..., pj , t, pj+1, ..., pq). Third, s′k+1 = pre1 7→ ... 7→
prel−1 7→ (d(ptu

, pt),≥, k − u + 1) ande′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ..., (pw, w), ...,
(pj , j), (t, j + 1), (pj+1, j + 2), ..., (pq, q + 1)}. Fourth, the new predicate(d(ptu

, pt),≥, k − u + 1)
matches tuples(pw, w) and (t, j + 1) since some //-operator appears betweentu and tk+1, and thus
j + 1− w ≥ k − u + 1 holds.

• opk+1 tk+1 = /∗ or //∗. First,sk+1 = sk · /∗, or sk · //∗ . Second,ek+1 = (p1, ..., pi, ..., pw, ..., pj , t,
pj+1, ..., pq). Third, s′k+1 = pre1 7→ ... 7→ prel−1 7→ (patu

,≥, k − u + 1) ande′k+1 = {(length, q +
1), (p1, 1), ..., (pi, i), ..., (pw, w), ..., (pj , j), (t, j + 1), (pj+1, j + 2), ..., (pq, q + 1)}. Fourth, the new
predicate(patu

,≥, k− u + 1) matches tuples(length, q + 1) and(pw, w), sinceq + 1−w ≥ k− u + 1.

Case 3 : alltu (1 ≤ u ≤ k) are wildcards. Thens′k has only one predicate,(length,≥, k). It should be
removed since new endopk+1 tk+1 will be added.opk+1 tk+1 can be/t, //t, /∗ and//∗. We will discuss
them respectively.

• opk+1 tk+1 = /t and allopu (1 ≤ u ≤ k) are /-operator. In this case,sk actually matches(p1, ..., pk)
in ek. First, sk+1 = sk · /t. Second,ek+1 = (p1, ..., pk, t, ..., pq). Third, s′k+1 = (pt,=, k + 1) and
e′k+1 = {(length, q+1), (p1, 1), ..., (pk, k), (t, k+1), ..., (pq, q+1)}. Fourth, the predicate(pt,=, k+1)
matches tuple(t, k + 1) obviously.

• opk+1 tk+1 = /t and someopu (1 ≤ u ≤ k) is //-operator, oropk+1 tk+1 = //t. First,sk+1 = sk · /t, or
sk · //t. Second,ek+1 = (p1, ..., pi, ..., pj , t, ..., pq) (1 ≤ i < j ≤ q). Third, s′k+1 = (pt,≥, k + 1) and
e′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ..., (pj , j), (t, j + 1), ..., (pq, q + 1)}. Fourth, the predicate
(pt,≥, k + 1) matches tuple(t, j + 1), sincej + 1 ≥ k + 1.

• opk+1 tk+1 = /∗ or //∗. First,sk+1 = sk · /∗, or sk · //∗ . Second,ek+1 = (p1, ..., pi, ..., pj , t, ..., pq).
Third, s′k+1 = (length,≥, k + 1) ande′k+1 = {(length, q + 1), (p1, 1), ..., (pi, i), ..., (pj , j), (t, j +
1), ..., (pq, q +1)}. Fourth, the predicate(length,≥, k+1) matches tuple(length, q +1), sinceq +1 ≥
k + 1.



”ONLY IF” : We will prove that ifs′ matchese′ thens matchese. We show by induction on the number of
predicates ins′, n. First, we prove that Theorem A.1 holds forn = 1. Second, assume it holds forn = k, then
we prove that it holds whenn = k + 1.

Let us considern = 1, s′ can be the absolute predicate, the relative predicate, and the length-of-expression
predicate. In each case, we prove that Theorem A.1 is true by following the steps listed below:

1. List tuples thate′ should contain, in order to match the specifieds′.

2. Construct general format ofs ande based ons′ ande′, respectively, according to our encoding.

3. Prove thats matchese.

Case 1 :s′ = (pt,=, v). First,e′ should contain(t, v). Second,s = / ∗ /.../ ∗ /t (no //-operator beforet and
the number of∗ is v − 1) ande = (p1, ..., pv−1, t, pv, ..., pq) (1 ≤ v ≤ q). Third,s matchese obviously.

Case 2 :s′ = (pt,≥, v). First,e′ should contain(t, v′) (v′ ≥ v). Second,s = / ∗ /.../ ∗ /t, or ∗/.../ ∗ /t (//-
operator can be anywhere beforet and the number of∗ isv−1) ande = (p1, ..., pv, t, pv+1, ..., pq) (1 ≤ v ≤ q).
Third, s matchese sincev + 1 ≥ v.

Case 3 : s′ = (d(pt1 , pt2),=, v). First, e′ should contain tuples(t1, v1) and (t2, v2) (v2 − v1 = v).
Second,s = t1/ ∗ /.../ ∗ /t2 (no //-operator betweent1 and t2 and the number of∗ is v − 1) and e =
(p1, ..., pv1−1, t1, pv1 , ..., pv2−2, t2, pv2−1, ..., pq) (1 ≤ v1 < v2 ≤ q). Third,s matchese since(v2 − 1) + 1−
v1 = v.

Case 4 :s′ = (d(pt1 , pt2),≥, v). First,e′ should contain tuples(t1, v1) and(t2, v2) (v2 − v1 ≥ v). Second,
s = t1/ ∗ /.../ ∗ /t2 (//-operator can be anywhere betweent1 andt2 and the number of∗ is v − 1) ande =
(p1, ..., pv1−1, t1, pv1 , ..., pv2−1, t2, pv2 , ..., pq) (1 ≤ v1 < v2 ≤ q). Third,s matchese sincev2 + 1− v1 ≥ v.

Case 5 :s′ = (length,≥, v). First, e′ should contain tuple(length, v′) (v′ ≥ v). Second,s = ∗/.../∗ or
/ ∗ /.../∗ (//-operator can be anywhere ins and the number of∗ is v) ande = (p1, ..., pv+1). Third,s matches
e sincev + 1 ≥ v.

Let us assume that Theorem A.1 holds forn = k, that is, if s′k = pre1 7→ pre2 7→ ... 7→ prek matches
e′k = {(length, q), (p1, 1), ..., (pq, q)}, thensk = op1 t1 op2 t2 ...... opl tl matchesek = (p1, p2, ..., pq). We
will prove it holds forn = k+1. Given the assumption ofn = k, there are several cases need to be considered.
For each of them, we prove that Theorem A.1 holds forn = k + 1 by following the steps listed below:

1. Constructs′k+1 based ons′k.

2. List tuples thate′k+1 should contain, in order to matchs′k+1.

3. Construct general format ofsk+1 and ek+1 based ons′k+1 and e′k+1, respectively, according to our
encoding.

4. Prove thatsk+1 matchesek+1.

Case 1 :prek is an absolute predicate. In this case,k can only be 1 under our predicate language since
absolute predicate must be the first predicate in the encoding. Thus,s′k = (pt1 , op1, v1), whereop1 can be
either= or≥. Thee′k should contain(t1, v′) (v′ op1 v1) in order to matchs′k. The correspondingek should
be(p1, ..., pv′−1, t1, pv′ , ..., pq). Theprek+1 can be either relative or end-of-path predicate. We discuss them
respectively.

• prek+1 is a relative predicate. Forprek+1 = (d(pt1 , pt2),=, v), first, s′k+1 = (pt1 , op1, v1) 7→
(d(pt1 , pt2),=, v). Second,e′k+1 should contain tuples(t1, v′) and (t2, v2) (v2 − v′ = v). Third,
sk+1 = sk · / ∗ /.../ ∗ /t2 (no //-operator betweensk andt2 and the number of∗ betweensk andt2 is
v − 1), andek+1 = (p1, ..., pv′−1, t1, pv′ , ..., pv2−2, t2, pv2−1, ..., pq). Fourth,sk+1 matchesek+1 since
(v2−1)+1−v′ = v. Forprek+1 = (d(pt1 , pt2),≥, v), first,s′k+1 = (pt1 , op1, v1) 7→ (d(pt1 , pt2),≥, v).
Second,e′k+1 should contain tuples(t1, v′) and(t2, v2) (v2 − v′ ≥ v). Third,sk+1 = sk · / ∗ /.../ ∗ /t2
(//-operator can be anywhere betweensk andt2 and the number of∗ betweensk andt2 is v − 1), and
ek+1 = (p1, ..., pv′−1, t1, pv′ , ..., pv2−1, t2, pv2 , ..., pq). Fourth,sk+1 matchesek+1 sincev2+1−v′ ≥ v.

• prek+1 is an end-of-path predicate, that is,prek+1 = (pat1 ,≥, v). First, s′k+1 = (pt1 , op1, v1) 7→
(pat1 ,≥, v). Second,e′k+1 should contain tuples(t1, v′) and(length, q + 1) (q + 1 − v′ ≥ v). Third,



sk+1 = sk · / ∗ /.../∗ (//-operator can be anywhere aftersk and the number of∗ after sk is v), and
ek+1 = (p1, ..., pv′−1, t1, pv′ , ..., pq). Fourth,sk+1 matchesek+1 sinceq + 1− v′ ≥ v.

Case 2 :prek is a relative predicate, that is,prek = (d(pt, pt1), op1, v1), whereop1 can be either= or≥. The
e′k should contain tuples(t, x) and(t1, y) (y−x op1 v1), and correspondingek should be(p1, ..., px−1, t, px, ...,
py−2, t1, py−1, ..., pq) (1 ≤ x < y ≤ q). Theprek+1 can be either relative or end-of-path predicate. We discuss
them respectively.

• prek+1 is a relative predicate. Forprek+1 = (d(pt1 , pt2),=, v), first, s′k+1 = s′k 7→ (d(pt1 , pt2),=
, v). Second,e′k+1 should contain tuples(t1, y) and (t2, v2) (v2 − y = v). Third, sk+1 = sk · / ∗
/.../ ∗ /t2 (no //-operator betweensk and t2 and the number of∗ betweensk and t2 is v − 1), and
ek+1 = (p1, ..., px−1, t, px, ..., py−2, t1, py−1, ..., pv2−3, t2, pv2−2, ..., pq). Fourth,sk+1 matchesek+1

since(v2 − 2) + 2 − y = v. Forprek+1 = (d(pt1 , pt2),≥, v), first, s′k+1 = s′k 7→ (d(pt1 , pt2),≥, v).
Second,e′k+1 should contain tuples(t1, y) and(t2, v2) (v2 − y ≥ v). Third, sk+1 = sk · / ∗ /.../ ∗ /t2
(//-operator can be anywhere betweensk andt2 and the number of∗ betweensk andt2 is v − 1), and
ek+1 = (p1, ..., px−1, t, px, ..., py−2, t1, py−1, ..., pv2−2, t2, pv2−1, ..., pq). Fourth,sk+1 matchesek+1

sincev2 + 1− y ≥ v.

• prek+1 is an end-of-path predicate, that is,prek+1 = (pat1 ,≥, v). First, s′k+1 = s′k 7→ (pat1 ,≥, v).
Second,e′k+1 should contain tuples(t1, y) and (length, q + 1) (q + 1 − y ≥ v). Third, sk+1 =
sk · / ∗ /.../∗ (//-operator can be anywhere aftersk and the number of∗ after sk is v), andek+1 =
(p1, ..., px−1, t, px, ..., py−2, t1, py−1, ..., pq). Fourth,sk+1 matchesek+1 sinceq + 1− y ≥ v.

Note,prek can neither be a length-of-expression predicate nor an end-of-path predicate since the length-of-
expression indicates that thes′k should only contain one predicate and no more predicate can be added, and the
end-of-path indicates that the end of path has been touched.


