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Abstract I analyze Berners-Lee, Hendler, and Lassila’s description of the Semantic
Web, discussing what it implies for a Multilingual Semantic Web and the barriers
that the nature of language itself puts in the way of that vision. Issues raised include
the mismatch between natural language lexicons and hierarchical ontologies, the
limitations of a purely writer-centered view of meaning, and the benefits of a reader-
centered view. I then discuss how we can start to overcome these barriers by taking
a different view of the problem and considering distributional models of semantics
in place of purely symbolic models.
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1 Introduction

The Semantic Web : : : in which information is given well-defined meaning, better enabling
computers and people to work in cooperation. — Berners-Lee et al. (2001, p. 37)1

Sometime between the publication of the original paper with this description
of the Semantic Web and Berners-Lee’s (2009) “Linked Data” talk at TED, the
vision of the Semantic Web contracted considerably. Originally, the vision was
about “information”; now it is only about data. The difference is fundamental. Data,
even if it is strings of natural language, has an inherent semantic structure and a
stipulated interpretation, even if that too is a label in natural language. Other kinds
of information, however, are semi-structured or unstructured and may come with
no interpretation imposed. In particular, textual information gains an interpretation
only in context and only for a specific reader or community of readers (Fish 1980).

1I will refer to these authors, and metonymously to this paper, as BLHL.
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I do not mean to criticize the idea of restricting Semantic Web efforts to data pro
tem. It is still an extremely challenging problem, especially in its multilingual form
(Gracia et al. 2012, this volume passim), and the results will still be of enormous
utility. At the same time, however, we need to keep sight of the broader goal that
BLHL’s vision implies in order to make sure that our efforts to solve the preliminary
problem are not just climbing trees to reach the moon. In this chapter, I will perform
a hermeneutical analysis of BLHL’s description, with discussion of what it implies
for the Multilingual Semantic Web and the barriers that the nature of language itself
puts in the way of that vision. I will then discuss how we can start to overcome these
barriers.

I assume in this chapter the standard received notion of the Multilingual Semantic
Web as one in which web pages contain (inter alia) natural language text but are
also marked up with semantic annotations in a logical representation that enables
inferences to be made, that is independent of any particular natural language, and
that draws on shared ontologies that are also language-independent.And consequent
upon that, the Multilingual Semantic Web, in response to users’ queries and
searches, expressed in a natural language or by other means, is able to bring together
multiple pages in multiple languages, matching the query to semantic annotations,
drawing inferences as necessary, and presenting the results in whatever language the
user wants, translating from one language to another as necessary.

2 Well-Defined Meaning and Multilinguality

In BLHL’s vision, “information is given well-defined meaning,” implying para-
doxically that information did not have well-defined meaning already. Of course,
the phrase “well-defined meaning” lacks well-defined meaning, but BLHL are not
really suggesting that information on the non-Semantic Web is meaningless; rather
what they want is precision and the absence of ambiguity in the semantic layer. In
the case of information expressed linguistically, this implies semantic interpretation
into a symbolic knowledge representation language of the kind that they talk about
elsewhere in their paper. Developing such representations was a goal that exercised,
and ultimately defeated, research in artificial intelligence and natural language
understanding from the 1970s through to the mid-1990s (Hirst 2013) (see Sect. 5)
and which the Semantic Web has made once more a topic of research (e.g., Cimiano
et al. 2014).

One of the barriers that this earlier work ran into was the fact that tradi-
tional symbolic knowledge representations proved to be poor representations for
linguistic meaning and hierarchical ontologies proved to be poor representations
for the lexicon of a language (Hirst 2009a).2 Models such as LexInfo and lemon

2Wilks (2009), echoed by Borin (2012), suggests that, a fortiori, “ontologies” as presently
constructed are nothing more than substandard lexicons disguised as something different.
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(Cimiano et al. 2011; McCrae et al. 2012) attempt to associate multilingual lexical
and syntactic information with ontologies, but they necessarily retain the idea that
“the sense inventory is provided by a given domain ontology” (Cimiano et al. 2011,
fn 9), under the assumption that the domain of a text, and hence the requisite
unique ontology, is known a priori or can be confidently identified prior to semantic
analysis. In practice, however, this leads to an inflexible and limiting view of word
senses. For example, languages tend to have many groups of near-synonyms that
form clusters of related and overlapping meanings that do not admit a hierarchical
differentiation (Edmonds and Hirst 2002). And quite apart from lexical issues, any
system for fully representing linguistically expressed information must itself have
the expressive power of natural language, which is far greater than the first-order
and near-first-order representations that are presently used; but the higher-order and
intensional representations required for this degree of expressiveness (Montague
1974) are computationally infeasible (Friedman et al. 1978).

All these problems are compounded when we add multilinguality as an element.
For example, different languages will often present a different and mutually
incompatible set of word senses, as each language lexicalizes somewhat different
categorizations or perspectives of the world and each language has lexical gaps
relative both to other languages and to the categories of a complete ontology
(Hirst 2009a, pp. 278–279). The consequence of these incompatibilities for the
Multilingual Semantic Web is that the utility of ontologies for interpreting linguistic
information is thereby limited, and so, conversely, is the ability of lexicons to
express ontological concepts. This leads to practical limitations on models of
lexicons for ontologies, such as McCrae et al.’s (2012) lemon model, that put
an emphasis on interchangeability—the idea that one ontology can have many
different lexicons, for example, for different languages or dialects. This wrongly
assumes that translation-equivalent words have identical meanings. In fact, it is
rare even for words that are regarded as translation equivalents to be completely
identical in sense, and such cases are limited mostly to cross-language borrowings
and monosemous technical terms in highly structured domains (Adamska-Sałaciak
2013). For example, the sport of soccer, which Cimiano et al. (2014) use as a domain
to exemplify an ontology with interchangeable lexicons, is sufficiently technical
and well-structured for the approach to succeed; so are the deliberately very narrow
domains considered by Embley et al. (this volume). But interchangeability might
fail even in ontologies for well-structured domains (cf. Léon-Araúz and Faber, this
volume). For example, regarding the domain of university administrative structures,
Schogt (1988, p. 97) writes: “When I want to talk about aspects of the intricate
administrative system of the University of Toronto to Dutch academics it is very
difficult to use Dutch because there are no Dutch terms that correspond to those used
in Toronto, the Dutch set-up not sharing the functions and divisions that characterize
the Toronto system.”

More usually, translation-equivalent words are merely cross-lingual near-
synonyms (Hirst 2009a, p. 279). For example, in the concept space of differently
sized areas of trees, the division between the French bois and forêt occurs
at a “larger” point than the division between the German Holz and Wald
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(Hjelmslev 1961; Schogt 1976, 1988). Similarly, English, German, French, and
Japanese all have a large vocabulary for different kinds of mistakes and errors, but
they each divide up the concept space quite differently. For example, the Japanese
words that translate the English words mistake or error include machigai, ayamari,
and ayamachi; Fujiwara et al. (1985) note:

Machigai implies a straying from a proper course or the target, and suggests that the results
are not right. Ayamari describes wrong results objectively. Focus of attention is given solely
to the results; concerns, worries, or inadvertence in the course of action are not taken into
consideration as in machigai. Ayamachi implies serious wrongdoing or crime. Also, it is
used for accidental faults. Ayamachi is concerned with whether the results are good or bad,
based on moral judgement, while ayamari is concerned with whether the results are right
or wrong.3

To translate the same two English words mistake and error to German, Farrell
(1977, p. 220) notes that even though error “expresses a more severe criticism
than mistake”, both are covered by Fehler, except that Irrtum should be used if the
mistake is a misunderstanding or other mental error and Mangel if the mistake is
a “deficiency [or] absence” rather than a “positive fault or flaw” or if it is a visible
aesthetic flaw.

These kinds of translation misalignments are common across languages. How-
ever, in the lemon model, we cannot, for example, just have a concept in our
ontology for a smallish area of trees, which bois and Holz map to, and one for
a bigger area, which forêt and Wald map to. Rather, to properly represent the
meanings of these words, we must have four separate language-dependent concepts
in our ontology. (lemon allows language-dependent concepts to be defined for use
within a specific lexicon, provided, of course, that the new concept is expressible in
terms of the existing external ontology (Cimiano et al. 2014).) Additional languages
complicate the picture further; for example, Dutch gives a spectrum of three words,
hout, bos, and woud (Henry Schogt, p.c.). A language-independent ontological
representation of the different kinds of errors that are lexically reified by various
languages, a small sample of which was shown above, would be even more complex.
Of course, an ontology may be “localized” to a particular language, as posited by
Gracia et al. (2012), but cross-lingual mappings between localized ontologies will
be very difficult in practice; the example given by Gracia et al. covers only one easy
case where a term in one language neatly subsumes two in another (English river,
French fleuve and rivière).

Edmonds and Hirst (2002) have proposed that instead of thus making the
ontology ever more fine-grained as additional languages are taken into account,
only relatively coarse-grained ontological information should be used in the lexicon,
along with explicit differentiating information for nonhierarchically distinguished
near-synonyms, both within and across languages—much as we saw in the examples
above from Fujiwara et al. and Farrell, albeit in a formal representation. Drawing
on this model, Inkpen and Hirst (2006) used the explicit differentiating information

3Thanks to Kazuko Nakajima for the translation of this text from Japanese.
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in conventional dictionaries and dictionaries of near-synonym explication to develop
knowledge bases of lexical differentiation for English and (minimally) for French.
Inkpen and Hirst demonstrated that using this knowledge of lexical differences
improved the quality of lexical choice in a (toy) translation system, using aligned
French–English sentence pairs from the proceedings of the Canadian Parliament
as test data. Nonetheless, differentiating information on nonhierarchically distin-
guished near-synonyms, within or across languages, might need to be used in
inferences. A Multilingual Semantic Web cannot rely on only an ontology as an
interlingual representation or as a nonlinguistic representation for inference; there
is, in practice, no clean separation between the conceptual and the linguistic.

3 Given Meaning by Whom?

In BLHL’s vision, “information is given well-defined meaning”—but by whom?
BLHL’s answer was clear: it would be done by the person who provides the
information. “Ordinary users will compose Semantic Web pages and add new
definitions and rules using off-the-shelf software that will assist with semantic
markup” (BLHL, p. 36). That is, semantic markup—and even the creation of new
ontological definitions and rules—is assumed to occur at page-creation time, either
automatically or, more usually, semi-automatically with the assistance of the author,
who is an “ordinary user”—the writer of a blog, perhaps. Hence, in this view a
Semantic Web page has a single, fixed, semantic representation that (presumably)
reflects its author’s view of what he or she wants or expects readers of the page to get
from it. The markup is created in the context of the author’s personal and linguistic
worldview.

This is a writer-centered view of meaning. It assumes that the context, back-
ground knowledge, and agenda that any potential user or reader of the page will
draw on in understanding its content are the same as those of the author and
that therefore the meaning that the user will take from the page is the same as
the meaning that its creator put in. This is so both in the case that the user
is a human looking at natural language text and in the case that the user is
software looking at the semantic markup. It is a version of the conduit metaphor
of communication (Reddy 1979), in which text (or markup) is viewed as a container
into which meaning is stuffed and sent to a receiver who removes the meaning
from the container and in doing so comprehends the text and thereby completes
the communication. This view may also be thought of as intention-centered, in that,
barring mistakes and accidents, the meaning received is the meaning that the author
intended to convey.

Many potential uses of the Semantic Web fit naturally into the paradigm of
markup for writer-based meaning and an intention-centered view. These uses are
typically some kind of intelligence gathering, in the most general sense of that
term—understanding what someone else is thinking, saying, or doing. That is,
the user’s question, looking at some text, is “What are they trying to tell me?”
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(Hirst 2007, 2008). Tasks that fit this paradigm, in addition to simple searches
for objectively factual information, include sentiment analysis and classification,
opinion extraction, and ideological analysis of texts—for example, finding a well-
reviewed hotel in a particular city. In each of these tasks, determining a writer’s
intent is the explicit goal, or part of it, and the markup will help to do this.

Future methods of automatic translation of Semantic Web pages also fall under
this paradigm. The goal of translation is to reproduce the author’s intent as well
as possible in the target language. Translation systems will be able to use both
the original natural language text and the author’s markup in order to produce a
translation that is more accurate and more faithful to the author’s intent than a
system relying on the text alone could produce.

However, this writer- and intention-centered view is too constraining and restric-
tive for fully effective use of the Semantic Web—in fact, for many of the primary
uses of the Semantic Web. Consider, for example, the limitations that this view
puts on search. For a search to usefully take domain circumscriptions and shared
ontologies into account, the user must be thinking and searching in the same terms
as those of the author of the information that the user wishes to find. If there is a
conceptual mismatch, then the information sought might not be found at all—an
outcome no better than a simple string-matching search with unfortunately chosen
terms.4 And this leads to my next point.

4 Work Together for Whose Benefit?

In BLHL’s vision, the Semantic Web will “better [enable] computers and people to
work in cooperation [with each other].” But for whose benefit is this? The Semantic
Web vision rightly emphasizes the benefit of the information seeker, whose task
will be made easier and who will be given a greater chance of success. The benefit
to the information provider, who wants to bring their information to the notice of
the world for commercial, administrative, or other purposes, is secondary and often
indirect.

And this is why a strictly writer-based view of meaning is inappropriate for the
Semantic Web. Much of the potential value of querying the Semantic Web is that the
system may act on behalf of the user, finding relevance in, or connections between,

4For example, contemporary researchers in biodiversity have trouble searching the legacy literature
in the field because diachronic changes both in the terminology and in the conceptual understanding
of the domain result in there being no shared ontologies. “Even competent and well-intentioned
researchers often have difficulties searching this literature. Simple Google-style keyword searches
are frequently insufficient, because in this literature, more so perhaps than most other fields of
science, related concepts are often described or explained in different terms, or in completely
different conceptual frameworks, from those of contemporary research. As a result, interesting and
beneficial relations with legacy publications, or even with whole literatures, may remain hidden to
term-based methods” (Hirst et al. 2013).
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interpretations of texts that go beyond anything that the original authors of those
texts intended. For example, if the user wants to find, say, evidence that society is too
tolerant of intoxicated drivers or evidence that the government is doing a poor job
or evidence that the Philippines has the technical resources to commence a nuclear-
weapons program, then a relevant text need not contain any particular set of words
nor anything that could be regarded as a literal assertion about the question (although
it might), and the writer of a relevant text need not have had any intent that it provide
such evidence (Hirst 2007, p. 275).

But for a Semantic Web system to find situations in which a document unin-
tentionally answers an information seeker’s query, it must embody also a reader-
centered view of meaning. It must be able to ask, on behalf of the user, “What
does this text mean to me?” (Hirst 2007, 2008). In its most general form, this
is a postmodern view of text, in which the interpretation of each reader, or each
community of like-minded readers, may be different (Fish 1980). Here, however,
we need only a more limited view: that the system understand the user’s goal or
purpose in their search and, ideally, the user’s viewpoint, beliefs, or ideology and
“anything else known about the user” (Hirst 2007, p. 275). That is, a user model is
available to the system, and, moreover, an agent local to the user’s search interface
has possibly inferred (or been explicitly told) the broader context or purpose of the
user’s current activity. The elements of the user model might, in turn, be partially
derived or inferred from the system’s observation of the user’s prior reading and
prior searches, in addition to feedback and possibly explicit training from the user.
It would start as a generic model and then adapt and accommodate itself to the
individual user, becoming more precise and refined (Hirst 2009b). In particular, the
user model might include aspects of the user’s beliefs and values and their reflections
in ontology and lexis—for example, which shared ontologies the user accepts and
which ones they reject. These factors may then be used in the search to answer the
user’s query, perhaps becoming part of the query itself and being used in matching
and inference processes to interpret Semantic Web pages.

Consider, for example, a user who wants to know whether they should spend
their time and money on a certain movie. A writer-centered Semantic Web would
require them to ask a proxy question such as “Did other people like this movie?”,
whereas a reader-centered Semantic Web would allow them to ask their real
question, “Will I like this movie?”. If the system knows, from its model of the
user, that they prefer quiet, intelligent movies, then a disgruntled review criticizing
the movie for its lack of action could be interpreted as a positive answer to the
question. More generally, a reader-centered perspective is particularly useful for
abstract, ideological, wide-ranging, or unusual questions and for tasks such as
nonfactoid question-answering and query-oriented multi-document summarization
where interpretation is an essential part of the task.

Of course, as the movie example above suggests, it may still, in the end,
be the writer’s annotation to which a reader-centered matching process will be
applied. However, the writer’s annotation need no longer be the only annotation
considered. Whenever a user’s query matches a page, the retrieval software may add
an annotation to that page with the reader-centered interpretation and inferences that
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are produced and the reader characteristics upon which they are based. This will
facilitate future matching by similar readers with similar queries. Thus, in time a
Semantic Web page might bear many different annotations reflecting many different
interpretations, not merely that of the writer.5 In particular, for the Multilingual
Semantic Web, these annotations may include translations and glosses that future
processes may use.

None of this is to say that the writer-centered view isn’t valuable too; as we noted
earlier, many intelligence-gathering tasks fit that paradigm. The ideal Semantic Web
would embody both views. And the ontolexical resources, markup, and inference
mechanisms of a writer-centered Semantic Web are a prerequisite for the additional
mechanisms of a reader-centered view.

5 Overcoming Linguistic (and Representational) Barriers

The discussion above gives us a starting point for thinking about what our next steps
should be toward a monolingual or Multilingual Semantic Web that includes textual
information. First, it implies that we must, in some ways, lower our expectations.
We must give up, at least pro tem, the goal of creating a Semantic Web that
relies on high-quality knowledge-based semantic interpretation and translation or
understanding across languages. We must accept that any semantic representation
of text will be only partial and will be concentrated on facets of the text for which a
first-order or near-first-order representation can be constructed and for which some
relatively language-independent ontological grounding has been defined. Hence, the
semantic representation of a text may be incomplete, patchy, and heterogeneous,
with different levels of analysis in different places (Hirst and Ryan 1992). We must
also accept that the Semantic Web will be limited, at least in the initial stages, to a
static, writer-centered view of meaning.

However, we should not take the view that the Semantic Web will remain
“incomplete” until BLHL’s vision is realized. Rather, we should say that at each
step along the way it will on the one hand be a useful artifact and on the other hand
will remain “imperfect.” The difference is that an incomplete Semantic Web would
be missing certain features or abilities but would be fully realized in other respects;
the underlying metaphor is one of piece-by-piece construction from components
that are each already individually complete and perfect at the time that they are
added, and the construction is complete when, and only when, the final component

5The collaborative annotation of a Semantic Web page with semantic interpretations generated by
software agents that are beyond the control of its author raises many issues that are outside the
scope of this chapter. The annotations might be objectionable to the author or counterproductive
to his or her goals; they could be willfully misleading or outright vandalism. While these issues
may also arise with the present-day public tagging or bookmarking of sites by users (Breslin et al.
2009), their scale is greatly magnified when the annotations become a central part of the Semantic
Web retrieval mechanism rather than merely some user’s advisory opinion.
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is put in place (even if partial usability is achieved at an earlier stage). By contrast,
none or almost none of the features and abilities of an imperfect Semantic Web will
be fully realized, and it will only imperfectly reflect BLHL’s vision; the underlying
metaphor is one of growth or evolution, in which even an immature organism is, in
an important sense, complete even if not fully functional.

The practical difference between these two views of the development of the
Semantic Web is that they lead to different research strategies. And, crucially, we
should recognize that the second view is not a lowering but a raising of expectations.
Why? It reflects the change of view that occurred in computational linguistics and
natural language processing in the mid-to-late 1990s, and these fields have been
enormously successful since they gave up the too-far-out (or maybe impossible) goal
of high-quality knowledge-based semantic interpretation (Hirst 2013) (see Sect. 2).
Contemporary NLP and CL have little reliance on symbolic representations of
knowledge and of text meaning and far less emphasis on precise results and perfect
disambiguation. We have realized that imperfect methods based on statistics and
machine learning frequently have great utility; not every linguistic task requires
humanlike understanding with 100 % accurate answers; many tasks are highly
tolerant of a degree of fuzz and error.

Many other areas of artificial intelligence and knowledge representation came
to a similar realization in the last decade or so—just about the time that BLHL’s
paper was published, but not in time to influence it. In simple terms, BLHL’s vision
of the Semantic Web is Old School. There needs to be space in the Multilingual
Semantic Web for the kinds of imperfect methods now used in NLP and for the
textual representations that they imply. In particular, research on vector-based (or
tensor-based) distributional semantics (e.g., Turney and Pantel 2010; Clarke 2012;
Erk 2012) has reached the point where compositional representations of sentences
are now in view (Baroni et al. 2014), and research on distributional methods of
semantic relatedness (e.g., Mohammad and Hirst 2006; Hirst and Mohammad 2011)
is being extended to cross-lingual methods (e.g., Mohammad et al. 2007; Kennedy
and Hirst 2012).

Distributional representations don’t meet the “well-defined meaning” criterion
of being overtly precise and unambiguous. But it’s exactly because of this that they
also offer hints of the possibility of reader-centered views of the Semantic Web.
Broad distributional representations of a user’s search goal, possibly further refined
by specific knowledge of other aspects of the user, may match representations
of Semantic Web pages that would not be matched by a more precise, symbolic
representation of the same goal.

Nonetheless, this can work only if there is agreement on how these representa-
tions are constructed from text, including the corpora from which the distributional
data are derived. We can envision the development of some kind of standardized
lexical or ontolexical vector representation and principles of composition and,
moreover, a method of extending the representation across languages. In particular,
taking the matter of near-synonymy across languages seriously, we would require
that cross-lingual near-synonyms have recognizably similar representations, and
hence cross-lingual sentence paraphrases would too.
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We should expect to see symbolic representations of textual data increasingly
pushed to one side as monolingual and cross-lingual methods are further developed
in distributional semantics and semantic relatedness (and a few Semantic Web
researchers have already begun some very preliminary investigations Nováček et al.
2011; Freitas et al. 2013). I say this with some caution, as the kind of compositional
distributional semantics that could represent phrase and sentence meaning, not just
word meaning, and could support useful inference is still at a very early stage of
development (e.g., Mitchell and Lapata 2010; Erk 2013; Baroni et al. 2014). In
particular, there is no hint yet of a theory of inference for these representations. The
whole enterprise might yet fail. But even if this turns out to be so, the broader point
remains—that the future of semantic representations for the Multilingual Semantic
Web is likely to lie in imperfect nonsymbolic methods that work well enough in
practice for most situations.
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