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Problem Statement: (2) Memory Capacity


Training throughput in ResNet-50 saturates at large batch size.
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Training throughput in machine translation model increases almost linearly.
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- RNN training is **Memory Capacity**-bounded.
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All changes are transparent to the programmers.
Preliminary Results: (1) Performance

The runtime bottleneck is FC layers.
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The runtime bottleneck is **FC layers**.

⇒

**Data layout optimization** improves cache hit rate.
Preliminary Results: (1) Performance

Training Throughput Comparison on the MXNet Language Modeling Benchmark

- Up to 2× faster than Default, and
- Up to 1.3× faster than CuDNN.
Preliminary Results: (2) Memory Capacity

Memory Consumption Profile of the Machine Translation Model

The memory bottleneck is Features Maps of Attention and RNN Layers.
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- **Weight Parameter Reuse**
  - Same observation made by *Baidu Persistent RNN*.
  - **Inflexibility**: Difficult to port to new cell types and architectures
    ⇐ Machine Learning Compilers (e.g., TVM, XLA).

- Memory Compression ⇐ *Gist* (Jain et al., ISCA’18)
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Experimental Settings

- **CUDA Toolkit 8, cuDNN 6, MXNet Ver. 0.11.0.**

DeepSpeech2 Training Throughput
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