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Abstract. We present a novel theory of action and change capable
of dealing with discord between an agent’s beliefs and the results of
its sensing. Previous work by Scherl and Levesque [9] and Shapiro
et al. [10] have given accounts of iterated belief update and revision,
and the ability to deal with mistaken beliefs. However, they assume
that all actions, including exogenous actions beyond the agent’s con-
trol, are accessible to the agent for the purposes of reasoning. Our
approach abandons this idealistic stance and allows the agent to hy-
pothesise the occurrence of exogenous actions to account for any
discrepancy between belief and sensing.

1 Introduction
In this paper, we introduce an approach to reasoning about action and
change in the situation calculus [6, 8] capable of dealing with iterated
belief change. More significantly, our approach is capable not only
of handling mistaken beliefs when current beliefs do not accord with
sensory readings but also of hypothesising the occurrence of exoge-
nous actions to account for such beliefs. The basis of this approach
is built upon foundations developed by Scherl and Levesque [9] and
by Shapiro et al. [10]. Specifically, belief change in our account is
handled through the same mechanism as change to other fluents, and
thus among other things, we inherit a solution to the frame problem.

As in Scherl and Levesque [9], the approach developed here is ca-
pable of dealing with both belief update (in the sense of Katsuno and
Mendelzon [4]) and expansion and provides for belief introspection.
Following Shapiro et al. [10], we are also able to handle belief revi-
sion and mistaken beliefs. A natural byproduct of these approaches
is an account of iterated belief change.

One shortcoming of these approaches is that they assume all ac-
tions are accessible to the reasoner. That is, the reasoner is aware of
their occurrence. This idealisation is largely unattainable in most sce-
narios. Certainly, a reasoner has access to the actions that it performs.
On the other hand, actions performed by other agents or by the envi-
ronment itself (i.e., nature) are not always accessible to the reasoner.
In fact, one can argue that the only way in which such actions become
accessible to a reasoner is through sensing of its environment.

The main contribution of this paper is to introduce an account of
reasoning about action and change in the situation calculus in which
sensing that does not accord with beliefs can be resolved in one of
two ways: deciding a belief in the initial situation was in error (mis-
taken belief), or hypothesising the occurrence of a sequence of exoge-
nous actions that would account for the sensing results. While the
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account of iterated belief change by Shapiro et al. can deal with mis-
taken beliefs it suffers from the inability to suggest the occurrence of
exogenous actions to explain the discord between beliefs and obser-
vation. In fact, the only way to deal with such discord is to appeal to
mistaken belief or stumble into inconsistency. As with Shapiro et al.,
our approach assumes the integrity of the reasoner’s sensors. That
is, sensing is correct. Our point of departure is the ability to hypoth-
esise the occurrence of exogenous actions to correct discrepancies
between belief and sensing. We do so through a notion of minimal
change applied to histories of action occurrence.

In the next section, we briefly review the situation calculus includ-
ing the Scherl and Levesque [9] model of belief expansion, explain-
ing the notions of belief revision, belief update and iterated belief
change. Section 3 motivates and defines a new belief operator as a
small modification to the one used by Scherl and Levesque. In Sec-
tion 4, we show the operator in action on a simple example, and how
an agent can change its mind repeatedly. In Section 5, we prove some
properties of this operator, justifying the points made above. In the
final section, we draw some conclusions and discuss future work.

2 Background

2.1 Situation Calculus

The basis of our framework for belief change is an action theory [8]
based on the situation calculus [6], and extended to include a belief
operator in [9]. The situation calculus is a predicate calculus lan-
guage for representing dynamically changing domains. A situation
represents a possible state of the domain. There is a set of initial situ-
ations corresponding to the ways the agent believes the domain might
be initially. The actual initial state of the domain is represented by the
distinguished initial situation constant, S0, which may or may not be
among the set of initial situations believed possible by the agent. The
term do(a, s) denotes the unique situation that results from the agent
doing action a in situation s. Thus, the situations can be structured
into a set of trees, where the root of each tree is an initial situation
and the arcs are actions. The sequence of actions that produces a sit-
uation is called the history of the situation. s � s′ (s ≺ s′, resp.)
means there is a (nonempty, resp.) path from situation s to situation
s′. The initial situations are defined as those having an empty history:

Init(s)
def
= ¬∃a, s

′

.s = do(a, s
′).

Predicates and functions whose value may change from situation
to situation (and whose last argument is a situation) are called flu-
ents. For instance, we use the fluent INROOM(s) to represent the fact
that the agent is in the room in situation s. The effects of actions on
fluents are defined using successor state axioms [8], which provide a



succinct representation for both effect axioms and frame axioms [6].
For example, here is the successor state axiom for INROOM:3

INROOM(do(a, s)) ≡ (a = ENTER∨ (INROOM(s)∧a 6= LEAVE)).

This axiom asserts that the agent will be in the room after doing
an action iff either the action is entering the room, or the agent is
currently in the room and the action is not leaving the room.

Moore [7] defined a possible-worlds semantics for a logic of
knowledge in the situation calculus by treating situations as possible
worlds. Scherl and Levesque [9] adapted this to Reiter’s action the-
ories [8]. The idea is to have an accessibility relation on situations,
B(s′, s), which holds if in situation s, the situation s′ is considered
possible by the agent. Note the order of the arguments is reversed
from the convention in modal logic for accessibility relations.

Levesque [5] introduced a predicate, SF(a, s), to describe the re-
sult of performing the binary-valued sensing action a. SF(a, s) holds
iff the value of the sensor associated with a is 1 in situation s. Each
sensing action senses some property of the domain. The property
sensed by an action is associated with the action using a guarded
sensed fluent axiom [2]. For example, the axiom:

INROOM(s) ⊃ (SF(SENSELIGHT, s) ≡ LIGHT(s))

can be used to specify that if the agent is in the room in situation s,
then the SENSELIGHT action senses whether the light is on in s. If
the agent is not in the room in s, then nothing can be said about the
sensor, i.e., its value is arbitrary. If a is a non-sensing (i.e., physical
action) SF(a, s) is true by definition.

Scherl and Levesque [9] gave a successor state axiom for B that
states how actions, including sensing actions, affect agent beliefs.4

B(s′′, do(a, s)) ≡
∃s′(B(s′, s) ∧ s′′ = do(a, s′) ∧ (SF(a, s′) ≡ SF(a, s))).

The situations s′′ that are B-related to do(a, s) are the ones that re-
sult from doing a in a situation s′, such that the sensor associated
with a has the same value in s′ as it does in s. In other words, af-
ter doing a, the agent’s beliefs will be expanded to include what
the value of the sensor associated with a is in s. The agent’s beliefs
will therefore include the property associated with a in the guarded
sensed fluent axiom for a, and the physical effects of a as specified
by the successor state axioms.

To describe the domain in the example to be given in Section 4,
we use an action theory of the same form as the one described in [2].
That is, in addition to successor state axioms5 and guarded sensed
fluent axioms, discussed above, we have initial state axioms, which
describe the initial state of the domain and the initial beliefs of the
agent. These are axioms that only talk about initial situations. We
also need foundational axioms, which are domain independent — in-
cluding axioms about natural numbers — and unique names axioms
for the primitive actions, but we omit them due to space constraints.

2.2 Belief Change
Simply put, belief change studies the manner in which an agent’s
epistemic (belief) state should change when the agent receives new

3 We adopt the convention that unbound variables are universally quantified
in the widest scope.

4 For simplicity, we leave out any concerns about when actions can be exe-
cuted from this and subsequent axioms. That is, we make no mention of the
Poss predicate [8]. We simply assume that all actions are always executable.

5 We could use the more general guarded successor state axioms of [2], but
regular successor state axioms suffice for the simple domain we consider.

information. In the literature,6 there is often a clear distinction be-
tween two forms of belief change: revision and update. Both forms
can be characterised by an axiomatic approach (in terms of rational-
ity postulates) or through various constructions (e.g., epistemic en-
trenchment, possible worlds, etc.). The AGM theory [3] is the stan-
dard example of belief revision while the KM framework [4] is iden-
tified with belief update.

Due to lack of space we shall not present postulates or construc-
tions. For the purposes of this paper, it is sufficient to note that be-
lief revision is appropriate for modelling static environments about
which the agent does not have full information. New information
is used to fill in these gaps, but the environment itself does not
change. Belief update, on the other hand, is intended for situations
in which the environment itself is changing due to the performing of
actions. New information results from actions and indicates a poten-
tial change in the environment. One of the major issues in this area
is that of iterated belief change [1], i.e., modelling how the agent’s
beliefs change after multiple belief revisions or updates occur.

3 Definition of the Belief Operator

Scherl and Levesque [9], define a modal operator for belief in terms
of an accessibility relation on situations (B(s′, s)). In [9], the be-
lieved sentences are the ones true in all accessible situations, i.e.:

BelSL(φ, s)
def
= ∀s

′(B(s′, s) ⊃ φ(s′))

The problem with this framework is that the agent cannot change its
mind. Once a proposition is believed, it is believed thereafter. Shapiro
et al. [10], extended this framework to handle belief change. They
added a function that describes how plausible the agent considers a
situation to be. The beliefs of the agent were those formulae that were
true in all most plausible accessible situations. As sensing occurs and
situations are dropped from the accessibility relation, a new set of sit-
uations can become most plausible and therefore beliefs of the agent
can change to contradict previous beliefs. In that framework, sensing
was assumed to be accurate and there were no exogenous actions. If
the agent senses the same formula more than once and gets different
answers, the agent’s beliefs will become inconsistent. In this paper,
we relax the second constraint. We assume that sensing is accurate,
but we allow multiple agents to change the world.7 We divide the ac-
tions into endogenous, i.e., ones that are performed by the agent, and
exogenous, i.e., ones that are performed by other agents. The agent
is directly aware of the endogenous actions but not the exogenous
actions; it can only become aware of exogenous actions indirectly by
sensing their effects. The occurrence of exogenous actions does not
directly affect the mental state of the agent, therefore SF should be
identically true for these actions:

Axiom 1 Exo(a) ⊃ ∀s.SF(a, s),

where Exo(a) denotes that a is an exogenous action.

The ordering of situations takes into account not only the initial
plausibility of a situation as before, but also the history of actions of
a situation. We achieve this by relaxing the constraint in Shapiro et
al. [10] that accessible situations have the same histories. However,
we still require that histories of accessible situations have the same

6 We shall restrict our attention to approaches in the AGM [3, 4] style al-
though there are many others.

7 However, we continue to model the mental state of only one agent, which
we will continue to call the agent.



endogenous actions in the same order (but can have additional se-
quences of exogenous actions interspersed among endogenous ones).

As in Shapiro et al., plausibility is assigned to situations using a
function pl(s), whose range is the natural numbers. pl(s) indicates
how plausible the agent thinks s is — the lower the value the more
plausible the situation. The pl function only has to be specified over
initial situations, using an initial state axiom. The plausibility of suc-
cessor situations is inherited from their predecessors using the fol-
lowing successor state axiom:

Axiom 2 pl(do(a, s)) = pl(s).

We define the height of a situation s to be the number of actions in
the history of s. For example, height(S0) = 0 because S0 is an initial
situation. We also define the root of a situation s to be the (unique)
initial situation in the history of s. E.g., root(do(LEAVE, S0)) = S0.
We omit formal definitions of these functions due to space con-
straints.

We want the agent to hypothesise the occurrence of exogenous
actions only when necessary. Therefore, the agent will prefer situa-
tions that have less exogenous actions. Situation s is preferred to s′

(s v s′), if s is more plausible than s′, or if s and s′ are equally
plausible then the one with the least exogenous actions in its history
will be preferred:

s
′ v s

def
= pl(s′) < pl(s)∨(pl(s′) = pl(s)∧height(s′) ≤ height(s))

We will only be comparing situations that are B-related and so have
the same endogenous actions in their histories, therefore the height
of the situation suffices to measure the number of exogenous actions
in the history.

Exo(a) holds if a is an exogenous action, and we assume
this predicate is defined by the user. For convenience, we define

Endo(a)
def
= ¬Exo(a).

We say that s, s′ define an exogenous sequence of actions,
ExoSeq(s, s′), if s precedes s′ and only exogenous actions occur be-
tween s and s′:

ExoSeq(s, s′)
def
= s � s

′ ∧ ∀a, s1.s ≺ do(a, s1) � s
′ ⊃ Exo(a).

LastEndo(a, s, s′) holds if a is the last endogenous action in the
sequence defined by s and s′:

LastEndo(a, s, s
′)

def
= Endo(a) ∧ ExoSeq(do(a, s), s′).

The successor state axiom for B is more complex than in past ap-
proaches. We want a situation s′ to be accessible from s iff s′ and s

have the same endogenous actions in the same order in their histories,
and the sensing results of the endogenous actions were the same.
Axiom 3

B(s′, s) ≡ [(ExoSeq(root(s), s) ∧ ExoSeq(root(s′), s′)) ∨

(∃s
′

1, s1, a.LastEndo(a, s
′

1, s
′) ∧ LastEndo(a, s1, s) ∧

(SF(a, s
′

1) ≡ SF(a, s1)) ∧ B(s′1, s1))].

In other words, if there are only exogenous actions in the history of
s and the same is true of s′ then B(s′, s) holds. Otherwise, if the last
endogenous action in the history of s is a (and it occurred in situation
s1), the last endogenous action in the history of s′ is also a (and it
occurred in situation s′1), the sensing result of a in s′1 is the same as
in s1, and s′1 is accessible from s1, then B(s′, s) holds.

Note that this successor state axiom for B differs from previous
ones in that it specifies the accessible situations from every situation
including the initial ones. Previously, the axiomatizer was allowed
to specify which situations were accessible from initial situations.
Here, the axiomatizer only has to specify the initial plausibilities of
the situations to specify the agent’s beliefs. Let Σ be Axioms 1, 2, 3,
together with the foundational axioms. It can be formally shown that
these axioms are consistent. We also have:

Theorem 1 Σ entails that B is an equivalence relation.

Note that this does not mean that we have an S5 logic, since not all
the B-related situations are used to determine the beliefs of the agent,
but only the minimal ones. As we will see later, this logic is weak S5.

We say that situation s′ is minimal with respect to situation s if in
all situations s′′ accessible from s, s′ is preferred to s′′:

Min(s′, s)
def
= ∀s

′′

.B(s′′, s) ⊃ s
′ v s

′′

.

We are now in a position to define the beliefs of the agent. Since
φ will usually contain fluents, we introduce a special symbol now

as a placeholder for the situation argument of these fluents, e.g.,
Bel(INROOM(now), s). φ[s] denotes the formula that results from
substituting s for now in φ. To make the formulae easier to read,
we will often suppress the situation argument of fluents in the scope
of a belief operator, e.g., Bel(INROOM, s). We say that a formula is
uniform in s iff s is the only situation term in that formula.

We will say that the agent believes φ in situation s, if φ holds in
the minimal B-related situations:

Bel(φ, s)
def
= ∀s

′

.B(s′, s) ∧ Min(s′, s) ⊃ φ[s′].

This definition of belief entails that exogoneous actions do not
affect the beliefs of the agent:

Theorem 2 Let φ be a formula uniform in s. Then,

Σ |= ∀a, s.Exo(a) ⊃ (Bel(φ, s) ≡ Bel(φ, do(a, s))).

4 Example

The following example illustrates the two ways in which our ap-
proach deals with discord between belief and sensing. Both arise as a
natural result of our notion of minimal change applied to action his-
tories. The first is to suggest that a belief in the initial situation was
in error. The second is to hypothesise the occurrence of a sequence
of exogenous actions to account for the discrepancy between belief
and perception.

The scenario we consider, depicted below in Figure 1, is one in
which there is a room with a light. In the initial situation S0, the
agent is not in the room (¬INROOM) and the light is off (¬LIGHT).
This situation is shown B-related (the dashed line) to three other
situations: S′

0, S′′

0 and S′′′

0 (to keep the exposition simple, we do not
show all B-related situations). The most plausible of these is S′

0 (note
that plausibility levels are indicated on the left axis). Minimal situa-
tions are shown by shaded circles and non-minimal ones by open cir-
cles. Actual situations are shown filled. Situation S′

0 has a plausibility
level of 0 (i.e., pl(S′

0) = 0) while situations S′′

0 and S′′′

0 have plausi-
bility level 1. Therefore, the agent believes that it is not in the room
(Bel(¬INROOM, S0)) but that the light is on (Bel(LIGHT, S0)).



The agent performs the endogenous action ENTER; a physical ac-
tion leading to a belief update. The B relation is simply projected
forwarded to the successor situations. Our figure simplifies the pic-
ture by omitting situations in which exogenous actions occur in order
to avoid clutter. However, one should keep in mind that such situa-
tions would be B-related to S1. We have shown situations S′

1, S′′

1

and S′′′

1 only. Of these S′

1 is minimal (preferred) and so the agent
believes LIGHT and INROOM in S1.

At this point the agent performs the endogenous sensing action
SENSELIGHT; leading to belief revision. According to the sensed flu-
ent axiom for SENSELIGHT, if the agent is in the room in a situation
S#, then SF(SENSELIGHT, S#) holds iff the light is on. In our ex-
ample, the light is off in situations S1, S′′

1 and S′′′

1 and on in situation
S′

1. The successor state axiom for B dictates that after doing a sens-
ing action A, any situation that disagrees with the actual situation on
the value of SF for A is dropped from the B relation in the successor
state. In our example S1 is the actual situation. Since S1 and S′

1 dis-
agree on the value of SF for SENSELIGHT, do(SENSELIGHT, S ′

1) is
not B-related to S2 = do(SENSELIGHT, S1). S′′

1 and S′′′

1 agree with
S1 on SF for SENSELIGHT and so S′′

2 = do(SENSELIGHT, S′′

1 ) and
S′′′

2 = do(SENSELIGHT, S′′′

1 ) are both B-related to S2. As a conse-
quence, the agent believes that it is in the room and the light is off in
situation S2. Thus the agent is able to correct its mistaken belief.

Subsequently the agent performs the endogenous action LEAVE,
leading to a belief update as described above. Unbeknownst to the
agent, another agent, Agt1, turns the light on by performing the
exogenous SWITCH(Agt1) action leading to situation S4.8 S4 is B-
related to S′′′

4 since they agree on the endogenous actions performed
by the agent. However, S4 is not B-related to S′′

4 as the last endoge-
nous action in the former case is LEAVE whereas in the latter it is
ENTER. Note that the beliefs of the agent do not change as a result of
the exogenous SWITCH(Agt1) action, since the minimal, accessible
situations are the same as before the action.

The agent now re-enters the room by performing the endogenous
ENTER action leading to situation S5 in the actual world and a be-
lief update by projecting forward to successor situations. S5 is B-
related to S′′

4 and S′′′

5 since they agree on all endogenous actions
performed. Situation S′′

4 is minimal so now the agent believes that it
is in the room and that the light is still off. Performing an endoge-
nous SENSELIGHT sensing action, the agent now realises that the
light is on. The agent is now in situation S6 which is B-related to S′′′

6

since they agree on the endogenous actions performed and also on the
value of SF for SENSELIGHT. S6 and S′′

5 also agree on the endoge-
nous actions but they disagree on the value of SF for SENSELIGHT

and so are not B-related. Also, S′′′

6 is minimal because it hypoth-
esises only one additional exogenous action; that another agent has
executed the SWITCH(Agt1) action to turn on the light. In S6, the
agent now believes that it is in the room and the light is on (and that
a SWITCH(Agt1) action occurred in the past).

5 Properties

5.1 Belief Revision

We say that in situation s formula φ previously held, if φ held before
the last endogenous action:

Previously(φ, s)
def
= ∃s

′

, a.Endo(a) ∧ ExoSeq(do(a, s
′), s) ∧ φ[s′].

8 Again, for simplicity, the SWITCH(Agt1) action is the only one that takes an
argument. We assume that the other actions can only be performed by our
agent. For example, agent Agt1 might be a “timer” that turns the light on
at a particular instant.

We now show that belief revisions are handled correctly in our
system. Suppose an endogenous sensing action A is performed in
situation S, and A is a sensing action for φ, i.e., ∀s′.SF(A, s′) ≡
φ(s′). If the sensor indicates that φ holds in S, then after performing
A, the agent will believe φ held before A was done.

Theorem 3 Let φ be a formula uniform in s. Then,

Σ |= ∀a.Endo(a) ∧ (∀s
′

.SF(a, s
′) ≡ φ[s′]) ⊃

(∀s.SF(a, s) ⊃ Bel(Previously(φ), do(a, s)))

If the agent does not believe φ or ¬φ in S, then this is a case of
belief expansion. If, before sensing, the agent believes the opposite
of what the sensor indicates, then we have belief revision.

Note that this theorem also follows from the theory in [9]. How-
ever, in [9], if the agent believes φ in S and the sensor indicates that
φ is false, then in do(A, S), the agent’s belief state will be incon-
sistent. The agent will then believe all propositions, including ¬φ.
In our theory, the agent’s belief state will not be inconsistent in this
case, in fact, the agent will never lapse into inconsistency.

Theorem 4 Σ |= ∀s¬Bel(FALSE, s)

5.2 Belief Update

We also show that, as in [9], the agent’s beliefs are updated correctly
when non-sensing actions occur. Suppose A is not a sensing action.
This means that ∀s.SF(A, s) holds. In this case, the accessible situa-
tions are simply projected forward to take into account the perform-
ing of A, none are dropped. Also, because of the way we defined
minimality over situations, the agent does not hypothesise any ex-
ogenous actions occurring after A. So, after performing A, the agent
knows that A was the last action performed.

Theorem 5

Σ |= ∀a, s, s
′′

.Endo(a) ∧ (∀s
′SF(a, s

′)) ∧ B(s′′, do(a, s)) ∧

Min(s′′, do(a, s)) ⊃

∃s
′

.s
′′ = do(a, s

′) ∧ B(s′, s) ∧ Min(s′, s).

Now suppose that the agent believes φ in S, and that A is a non-
sensing action that causes φ′ to hold, if φ holds beforehand. Then
after performing A in S, the agent ought to believe that φ′ holds:

Theorem 6 Let φ and φ′ be formulae uniform in s. Then,

Σ |= ∀a, s.Endo(a) ∧ Bel(φ, s) ∧ (∀s
′SF(a, s

′)) ∧

(∀s
′

.φ[s′] ⊃ φ
′[do(a, s

′)]) ⊃ Bel(φ′

, do(a, s)).

5.3 Introspection
The agent has full introspection of its beliefs:

Theorem 7 Let φ be a formula uniform in s. Then,

Σ |= ∀s.[Bel(φ, s) ⊃ Bel(Bel(φ), s)] ∧

[¬Bel(φ, s) ⊃ Bel(¬Bel(φ), s)].

This theorem, together with Theorem 4, shows that our logic is weak
S5 (KD45). However, we do not have T, since while every situation
is B-related to itself, it will not in general be minimal wrt to itself.
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Figure 1. Illustrative example

5.4 Awareness of Mistakes

The agent also has introspection of its past beliefs. Suppose that the
agent believes φ in S, and after performing a sensing action A in
S, the agent discovers that φ is false. In do(A, S), the agent should
believe that in the previous situation φ was false, but it believed φ was
true. In other words, the agent should believe that it was mistaken
about φ. We now state a theorem that says that the agent will indeed
believe that it was mistaken about φ. First note that this only holds if
A does not affect φ. If A causes φ to be false, then there is no reason
for the agent to believe that φ was false in the last situation. In the
theorem, we rule out that case by stating in the antecedent that after
doing A, the agent believes that if φ held before the last endogenous
action then it continues to hold now.

Theorem 8 Let φ be a formula uniform in s. Then,

Σ |= ∀a, s.Endo(a) ∧ Bel(φ, s) ∧ Bel(¬φ, do(a, s)) ∧

Bel((Previously(φ) ⊃ φ), do(a, s)) ⊃

Bel(Previously(¬φ ∧ Bel(φ)), do(a, s))

5.5 Exogenous Actions

We want the agent to refrain from hypothesising exogenous actions
if it is unnecessary to do so, as is stated in the following theorem:

Theorem 9

Σ |= ∀a, s, s
′′

.Endo(a) ∧

[∃s
′

.B(s′, s) ∧ Min(s′, s) ∧ (SF(a, s) ≡ SF(a, s
′))] ∧

B(s′′, do(a, s)) ∧ Min(s′′, do(a, s)) ⊃

∃s
′

.s
′′ = do(a, s

′) ∧ B(s′, s) ∧ Min(s′, s).

This theorem says that if there is a minimal and accessible situation
that agrees with s on the sensing result of (endogenous) a, then ev-
ery s′′ that is minimal and accessible from do(a, s) is the result of
doing a in a situation s′ that is minimal and accessible from s. In
other words, under these conditions, no new exogenous actions are
hypothesised by the agent when a occurs.

5.6 Revision and Update Postulates

In the full paper, we will discuss to what extent standard AGM revi-
sion and KM update postulates are satisfied in our framework.

6 Conclusions and Future Work
We have presented a new theory of reasoning about action and belief
change that is capable of dealing in a sensible way with the discord
between the beliefs of an agent and the results of its sensing. Such
discrepancies can be remedied either by suggesting that beliefs in
the initial situation were in error or by hypothesising the occurrence
of a sequence of exogenous actions. The resulting theory is capable
of dealing with belief revision and belief update as well as iterated
belief change, introspection of beliefs and awareness of mistakes.

It would be interesting to investigate other notions of minimal
change. One possibility would be to take into account the likelihood
of occurrence of exogenous actions given the agent’s current beliefs.
We would also like to develop a representation theorem that places
constraints on minimal change that correspond exactly to the AGM
postulates. It would also be useful to extend our framework to model
beliefs of other agents in addition to their actions.
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