Replicated Softmax: an Undirected Topic M odel

Rudglan Salakhutdinov Geoffrey Hinton
Brain and Cognitive Sciences and CSAIL Department of Computer Science
Massachusetts Institute of Technology University of Toronto
rsal akhu@n t . edu hi nton@s. t oront o. edu
Abstract

We introduce a two-layer undirected graphical model, dadl¢Replicated Soft-

max”, that can be used to model and automatically extractdomensional latent

semantic representations from a large unstructured tolfeof documents. We

present efficient learning and inference algorithms fa thodel, and show how a
Monte-Carlo based method, Annealed Importance Samplargbe used to pro-
duce an accurate estimate of the log-probability the moslgias to test data.
This allows us to demonstrate that the proposed model istalgjeneralize much
better compared to Latent Dirichlet Allocation in terms oflithe log-probability

of held-out documents and the retrieval accuracy.

1 Introduction

Probabilistic topic models [2, 9, 6] are often used to analgud extract semantic topics from large
text collections. Many of the existing topic models are loame the assumption that each document
is represented as a mixture of topics, where each topic dedipeobability distribution over words.
The mixing proportions of the topics are document specifit, tbe probability distribution over
words, defined by each topic, is the same across all documents

All these models can be viewed as graphical models in whigntgopic variables have directed
connections to observed variables that represent wordglatament. One major drawback is that
exact inference in these models is intractable, so one hasdot to slow or inaccurate approxima-
tions to compute the posterior distribution over topics.e&and major drawback, that is shared by
all mixture models, is that these models can never make gireds for words that are sharper than
the distributions predicted by any of the individual topidhey are unable to capture the essential
idea of distributed representations which is that the ithistions predicted by individual active fea-
tures get multiplied together (and renormalized) to givedrstribution predicted by a whole set of
active features. This allows individual features to belyageneral but their intersection to be much
more precise. For example, distributed representatidos #the topics “government”, "'mafia” and
"playboy” to combine to give very high probability to a wor@érlusconi” that is not predicted
nearly as strongly by each topic alone.

To date, there has been very little work on developing topidefs using undirected graphical mod-
els. Several authors [4, 17] used two-layer undirectedrgcapmodels, called Restricted Boltzmann
Machines (RBMs), in which word-count vectors are modeled Bsisson distribution. While these
models are able to produce distributed representatiorieedhput and perform well in terms of re-
trieval accuracy, they are unable to properly deal with doents of different lengths, which makes
learning very unstable and hard. This is perhaps the masoreahy these potentially powerful
models have not found their application in practice. Dieelatnodels, on the other hand, can eas-
ily handle unobserved words (by simply ignoring them), vbhadlows them to easily deal with
different-sized documents. For undirected models maliging over unobserved variables is gen-
erally a non-trivial operation, which makes learning farrmdifficult. Recently, [13] attempted to
fix this problem by proposing a Constrained Poisson modéltbald ensure that the mean Poisson



rates across all words sum up to the length of the documenile\tie parameter learning has been
shown to be stable, the introduced model no longer defineg@epprobability distribution over the
word counts.

In the next section we introduce a “Replicated Softmax” nioflee model can be efficiently trained
using Contrastive Divergence, it has a better way of dealittydocuments of different lengths, and
computing the posterior distribution over the latent togatues is easy. We will also demonstrate
that the proposed model is able to generalize much bettepamd to a popular Bayesian mixture
model, Latent Dirichlet Allocation (LDA) [2], in terms of tib the log-probability on previously
unseen documents and the retrieval accuracy.

2 Replicated Softmax: A Generative M odel of Word Counts

Consider modeling discrete visible unitsusing a restricted Boltzmann machine, that has a two-
layer architecture as shown in Fig. 1. ketc {1,..., K}, whereK is the dictionary size an®
is the document size, and late {0, 1} be binary stochastic hidden topic features. Mebe a
K x D observed binary matrix with? = 1 if visible uniti takes ork‘" value. We define the energy
of the state{V, h} as follows:
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where{W, a,b} are the model parameterkvi’;’- is a symmetric interaction term between visible

unit; that takes on valuk, and hidden featurg, b is the bias of unit that takes on valuk, anda;
is the bias of hidden featupge(see Fig. 1). The probability that the model assigns to d&kdiinary

matrix V is: 1
P(V) = 2> exp(-E(V.h), 2 =3 > exp(~E(V,h)), @
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where Z is known as the partition function or normalizing constanie conditional distributions
are given by softmax and logistic functions:
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whereo (z) = 1/(1 + exp(—=x)) is the logistic function.

Now suppose that for each document we create a separate RBMsvinany softmax units as there
are words in the document. Assuming we can ignore the ordbeafords, all of these softmax units
can share the same set of weights, connecting them to bimnddgr units. Consider a document
that containgd words. In this case, we define the energy of the stateh} to be:
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whered® = S°7 | v¥ denotes the count for tHe" word. Observe that the bias terms of the hidden

units are scaled up by the length of the document. This ggadicrucial and allows hidden topic
units to behave sensibly when dealing with documents oécfit lengths.

Given a collection ofV documentV,,}V_, , the derivative of the log-likelihood with respect to
parameter$l takes the form:

1 iv: 0log P(Vy)
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where B, [] denotes an expectation with respect to the data distribuBg,,(h, V) =

p(h|V)Paata(V), With Piata(V) = % 3, 6(V — V,,) representing the empirical distribution,
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Figure 1:Replicated Softmax model. The top layer represents a véctdrstochastic, binary topic features
and and the bottom layer represents softmax visible wnitéll visible units share the same set of weights,
connecting them to binary hidden unitkeft: The model for a document containing two and three words.
Right: A different interpretation of the Replicated Softmax modelwhich D softmax units with identical
weights are replaced by a single multinomial unit which impked D times.

and B, ., [-] is an expectation with respect to the distribution definedhgymodel. Exact maxi-
mum likelihood learning in this model is intractable be@egact computation of the expectation
Epy... [-] takes time that is exponentialinin{ D, F'}, i.e the number of visible or hidden units. To
avoid computing this expectation, learning is done by feilg an approximation to the gradient of
a different objective function, called the “Contrastives®igence” (CD) ([7]):

AWF = a(Epdm [6Fh;] — Ep, [07h;] ) (6)

whereq is the learning rate anf’r represents a distribution defined by running the Gibbs ¢hain
initialized at the data, fof” full steps. The special bipartite structure of RBM'’s allofies quite an
efficient Gibbs sampler that alternates between samplimgtttes of the hidden units independently
given the states of the visible units, and vise versa (see¥d}. Settind’ = oo recovers maximum
likelihood learning.

The weights can now be shared by the whole family of diffestnéd RBM's that are created for
documents of different lengths (see Fig. 1). We call thisBeplicated Softmax” model. A pleasing
property of this model is that computing the approximatelgmats of the CD objective (Eq. 6) for a
document that contains 100 words is computationally nottmmore expensive than computing the
gradients for a document that contains only one word. A keseolation is that usin@ softmax
units with identical weights is equivalent to having a segiultinomial unit which is samplef
times, as shown in Fig. 1, right panel. If instead of sampling use real-valued softmax proba-
bilities multiplied by D, we exactly recover the learning algorithm of a ConstraiReson model
[13], except for the scaling of the hidden biases with

3 Evaluating Replicated Softmax as a Generative M odel

Assessing the generalization performance of probalilispic models plays an important role in
model selection. Much of the existing literature, partiety for undirected topic models [4, 17],
uses extremely indirect performance measures, such amafion retrieval or document classifica-
tion. More broadly, however, the ability of the model to gealiee can be evaluated by computing
the probability that the model assigns to the previouslyeensdiocuments, which is independent of
any specific application.

For undirected models, computing the probability of held-@ocuments exactly is intractable, since
computing the global normalization constant requires eamaion over an exponential number of
terms. Evaluating the same probability for directed topadels is also difficult, because there are
an exponential number of possible topic assignments fowtrds.

Recently, [14] showed that a Monte Carlo based method, Aaddéaportance Sampling (AIS) [12],
can be used to efficiently estimate the partition functiomofRBM. We also find AIS attractive
because it not only provides a good estimate of the partfiioiction in a reasonable amount of
computer time, but it can also just as easily be used to etgitha probability of held-out documents
for directed topic models, including Latent Dirichlet Adlation (for details see [16]). This will
allow us to properly measure and compare generalizatioalstipes of Replicated Softmax and



Algorithm 1 Annealed Importance Sampling (AIS) run.
1: Initialize0 = Gy < 1 < ... < Bs = 1.
2: SampleV; from po.
3:fors=1:5—-1do

4.  SampleV,41 givenV usingTs (V41 < V).

5

6

: end for <
» Setwars = [[J_; pi(Vs)/pi1 (Vo).

LDA models. We now show how AIS can be used to estimate thétiparfunction of a Replicated
Softmax model.

3.1 Annealed Importance Sampling

Suppose we have two distributionpy (x) = p%(x)/Z4 andpp(x) = py(x)/Zp. Typically
pa(x) is defined to be some simple proposal distribution with kndy wherea i represents
our complex target distribution of interest. One way ofrastiing the ratio of normalizing constants
is to use a simple importance sampling method:
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wherex(® ~ p4. However, if thep, andpg are not close enough, the estimator will be very poor.
In high-dimensional spaces, the variance of the importaaogling estimator will be very large, or
possibly infinite, unlesg 4 is a near-perfect approximationg.

Annealed Importance Sampling can be viewed as simple irapoetsampling defined on a much
higher dimensional state space. It uses many auxiliarglibes in order to make the proposal distri-
butionp 4 be closer to the target distributigr. AlS starts by defining a sequence of intermediate
probability distributions:py, ..., ps, With pg = p4 andpgs = pg. One general way to define this
sequence is to set:

Pr(x) o pi(x)' P (%)%, (8)

with “inverse temperatures' = 5y < 51 < ... < Bk = 1 chosen by the user. For each intermediate
distribution, a Markov chain transition operafbr(x’; x) that leavew, (x) invariant must also be
defined.

Using the special bipartite structure of RBM’s, we can degidetter AIS scheme [14] for estimating
the model’s partition function. Let us consider a Replida®®ftmax model withD words. Using
Eq. 5, the joint distribution ovefV, h} is defined ak
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wherei* = Zil v¥ denotes the count for tHé" word. By explicitly summing out the latent topic
unitsh we can easily evaluate an unnormalized probabijlit{’V'). The sequence of intermediate
distributions, parameterized I# can now be defined as follows:

F K
ps(V) = Zip*(V) = ZL > pi(V,h) = zi 1T <1 + exp (55 ZW}%’“)) : (10)
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Note that fors = 0, we haves, = 0, and sop, represents a uniform distribution, whose partition
function evaluates t&, = 2%, whereF is the number of hidden units. Similarly, whenr= S, we
havess = 1, and s represents the distribution defined by the Replicated Softmodel. For the
intermediate values of, we will have some interpolation between uniform and tadigtibutions.
Using Egs. 3, 4, it is also straightforward to derive an efitiGibbs transition operator that leaves
ps(V) invariant.

We have omitted the bias terms for clarity of presentation



A single run of AIS procedure is summarized in Algorithm 1sthrts by first sampling from a sim-
ple uniform distributiorp, (V) and then applying a series of transition operafarsls, ..., Ts_1

that “move” the sample through the intermediate distritmsip (V') towards the target distribution
ps(V). Note that there is no need to compute the normalizing cotsste any intermediate distri-

butions. After performingV/ runs of AIS, the importance Weightsfj%s can be used to obtain an
unbiased estimate of our model’s partition functi&g:

Zs 1<~ 0
Z Mzwm, (11)
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whereZ, = 2F'. Observe that the Markov transition operators do not nec#gseed to be ergodic.
In particular, if we were to choose dumb transition opemthat do nothingZs(V' «— V) =
5(V' = V) for all s, we simply recover the simple importance sampling procedtiEq. 7.

When evaluating the probability of a collection of severatdments, we need to perform a separate
AIS run per document, if those documents are of differengtles. This is because each different-
sized document can be represented as a separate RBM thest dxas iglobal normalizing constant.

4 Experimental Results

In this section we present experimental results on thresettext datasets: NIPS proceedings pa-
pers, 20-newsgroups, and Reuters Corpus Volume | (RCVINR) and report generalization per-
formance of Replicated Softmax and LDA models.

4.1 Description of Datasets

The NIPS proceedings papérsontains 1740 NIPS papers. We used the first 1690 documents as
training data and the remaining 50 documents as test. Theetavas already preprocessed, where
each document was represented as a vector containing Mgd%ounts.

The 20-newsgroups corpus contains 18,845 postings takemntfre Usenet newsgroup collection.
The corpus is partitioned fairly evenly into 20 differentrsgroups, each corresponding to a sepa-
rate topic> The data was split by date into 11,314 training and 7,53 lartistes, so the training and
test sets were separated in time. We further preprocessetath by removing common stopwords,
stemming, and then only considering the 2000 most frequendsvn the training dataset. As a re-
sult, each posting was represented as a vector contain@@20rd counts. No other preprocessing
was done.

The Reuters Corpus Volume | is an archive of 804,414 newsstiee$ that have been manually
categorized into 103 topics. The topic classes form a treehnik typically of depth 3. For this
dataset, we define the relevance of one document to anothetthe fraction of the topic labels that
agree on the two paths from the root to the two documents. ateeveas randomly splitinto 794,414
training and 10,000 test articles. The available data waady in the preprocessed format, where
common stopwords were removed and all documents were stémiveeagain only considered the
10,000 most frequent words in the training dataset.

For all datasets, each word count was replaced bjog(1 + w;), rounded to the nearest integer,
which slightly improved retrieval performance of both mtsd&able 1 shows description of all three
datasets.

4.2 Detailsof Training

For the Replicated Softmax model, to speed-up learning,ubdigided datasets into minibatches,
each containing 100 training cases, and updated the pagesvadter each minibatch. Learning
was carried out using Contrastive Divergence by startintdp whe full Gibbs step and gradually
increaing to five steps during the course of training, asritest in [14]. For all three datasets, the
total number of parameter updates was set to 100,000, wbahgeveral hours to train. For the

2pavailable at http:/psiexp.ss.uci.edu/research/pnugreata/toolbox.htm.
3Available at http://people.csail.mit.edul/jrennie/20¥groups (20news-bydate.tar.gz).
4Available at http://trec.nist.gov/data/reuters/resiieim|



Data set Number ofdocs K D St Dev. Avg. Test perplexity per word (in nats)
Train Test LDA-50 LDA-200 R. Soft-50 Unigram
NIPS 1,690 50 13,649 98.0 245.3 3576 3391 3405 4385
20-news 11,314 7,531 2,000 51.8 70.8 1091 1058 953 1335
Reuters 794,414 10,000 10,000 94.6 69.3 1437 1142 988 2208

Table 1:Results for LDA using 50 and 200 topics, and Replaced Softmadel that uses 50 topicss is
the vocabulary sizel) is the mean document length, St. Dev. is the estimated sthd@ziation in document
length.
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Figure 2: The average test perplexity scores for each of the 50 heldi@cuments under the learned 50-
dimensional Replicated Softmax and LDA that uses 50 topics.

LDA model, we used the Gibbs sampling implementation of tratléb Topic Modeling Toolbok
[5]. The hyperparameters were optimized using stochad¥lcag described by [15]. For the 20-
newsgroups and NIPS datasets, the number of Gibbs updatesev@ 100,000. For the large
Reuters dataset, it was set to 10,000, which took severaltdayain.

4.3 Assessing Topic Models as Generative M odels

For each of the three datasets, we estimated the log-piip#ri 50 held-out document$For both
the Replicated Softmax and LDA models we used 10,000 intersperatures;, spaced uniformly
from O to 1. For each held-out document, the estimates weseaged over 100 AIS runs. The

average test perplexity per word was then estimate@.kas(—l/N ij:l 1/p, logp(vn)), where

N is the total number of documentd,, andv,, are the total number of words and the observed
word-count vector for a document

Table 1 shows that for all three datasets the 50-dimensieglicated Softmax consistently outper-
forms the LDA with 50-topics. For the NIPS dataset, the umctied model achieves the average test
perplexity of 3405, improving upon LDA's perplexity of 3576he LDA with 200 topics performed
much better on this dataset compared to the LDA-50, but itlopeance only slightly improved
upon the 50-dimensional Replicated Softmax model. For (heévsgroups dataset, even with 200
topics, the LDA could not match the perplexity of the RepichSoftmax model with 50 topic units.

The difference in performance is particularly striking floe large Reuters dataset, whose vocabulary
size is 10,000. LDA achieves an average test perplexity 87 14ubstantially reducing it from
2208, achieved by a simple smoothed unigram model. The ¢&etl Softmax further reduces the
perplexity down to 986, which is comparable in magnitudéitmprovement produced by the LDA
over the unigram model. LDA with 200 topics does improve upb#-50, achieving a perplexity

of 1142. However, its performance is still considerably seothan that of the Replicated Softmax
model.

The code is available at http://psiexp.ss.uci.edu/rebgaogramsdata/toolbox.htm
8For the 20-newsgroups and Reuters datasets, the 50 hettbcuments were randomly sampled from the
test sets.
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Figure 3:Precision-Recall curves for the 20-newsgroups and Redggsasets, when a query document from
the test set is used to retrieve similar documents from #imitrg corpus. Results are averaged over all 7,531
(for 20-newsgroups) and 10,000 (for Reuters) possibleigster

Figure 2 further shows three scatter plots of the averag@ézplexity per document. Observe that
for almost all test documents, the Replicated Softmax aelsia better perplexity compared to the
corresponding LDA model. For the Reuters dataset, as exghettere are many documents that are
modeled much better by the undirected model than an LDA.nyldhe Replicated Softmax is able
to generalize much better.

4.4 Document Retrieval

We used 20-newsgroup and Reuters datasets to evaluate peoftemance on a document retrieval
task. To decide whether a retrieved document is relevahgtgiery document, we simply check if
they have the same class label. This is the only time thatiftss tabels are used. For the Replicated
Softmax, the mapping from a word-count vector to the valuethe latent topic features is fast,
requiring only a single matrix multiplication followed bycamponentwise sigmoid non-linearity.
For the LDA, we used 1000 Gibbs sweeps per test documentar trdjet an approximate posterior
over the topics. Figure 3 shows that when we use the cosihe afitgle between two topic vectors to
measure their similarity, the Replicated Softmax signiftbaoutperforms LDA, particularly when
retrieving the top few documents.

5 Conclusionsand Extensions

We have presented a simple two-layer undirected topic ntbdébe used to model and automati-
cally extract distributed semantic representations frargd collections of text corpora. The model
can be viewed as a family of different-sized RBM'’s that slmeameters. The proposed model have
several key advantages: the learning is easy and stabéa imhodel documents of different lengths,
and computing the posterior distribution over the latepidosalues is easy. Furthermore, using
stochastic gradient descent, scaling up learning to biliof documents would not be particularly
difficult. This is in contrast to directed topic models, waenost of the existing inference algorithms
are designed to be run in a batch mode. Therefore one wouttdtbanake further approximations,
for example by using patrticle filtering [3]. We have also daestoated that the proposed model is
able to generalize much better than LDA in terms of both tigedmbability on held-out documents
and the retrieval accuracy.

In this paper we have only considered the simplest possipie model, but the proposed model can
be extended in several ways. For example, similar to supeiMiDA [1], the proposed Replicated
Softmax can be easily extended to modeling the joint theibligion over words and a document
label, as shown in Fig. 4, left panel. Recently, [11] introed a Dirichlet-multinomial regression
model, where a prior on the document-specific topic distiiims was modeled as a function of
observed metadata of the document. Similarly, we can deficenditional Replicated Softmax
model, where the observed document-specific metadataasualthor, references, etc., can be used
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Figure 4:Left: A Replicated Softmax model that models the joint distribntof words and document label.
Right: Conditional Replicated Softmax model where the observetdiment-specific metadata affects binary
states of the hidden topic units.

to influence the states of the latent topic units, as showngn4; right panel. Finally, as argued by
[13], a single layer of binary features may not the best wagatature the complex structure in the
count data. Once the Replicated Softmax has been trainechmadd more layers to create a Deep
Belief Network [8], which could potentially produce a betteenerative model and further improve
retrieval accuracy.
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