Invariance principle on the slice

Yuval Filmus', Guy Kindler?, Elchanan Mossel?, and Karl Wimmer?*

!Technion — Israel Institute of Technology, yuvalfi@cs.technion.ac.il
2The Hebrew University of Jerusalem, Israel, gkindler@cs.huji.ac.il
3Massachusetts Institute of Technology, Cambridge, MA, elmos@mit .edu
‘Duquesne University, Pittsburgh, PA, wimmerk@dugq.edu

April 3, 2017

Abstract

The non-linear invariance principle of Mossel, O’Donnell and Oleszkiewicz establishes that if f(z1,...,zn)
is a multilinear low-degree polynomial with low influences then the distribution of f(Bi,...,By) is close
(in various senses) to the distribution of f(Gu,...,Gn), where B; €r {—1,1} are independent Bernoulli
random variables and G; ~ N(0,1) are independent standard Gaussians. The invariance principle has
seen many application in theoretical computer science, including the Majority is Stablest conjecture,
which shows that the Goemans—Williamson algorithm for MAX-CUT is optimal under the Unique Games
Conjecture.

More generally, MOQ'’s invariance principle works for any two vectors of hypercontractive random
variables (X1,..., &%), (Qh,...,Vn) such that (i) Matching moments: X; and Y; have matching first and
second moments, (ii) Independence: the variables X1, ..., X, are independent, as are Y1i,...,Vn.

The independence condition is crucial to the proof of the theorem, yet in some cases we would like
to use distributions (X1, ..., %) in which the individual coordinates are not independent. A common
example is the uniform distribution on the slice ([Z]) which consists of all vectors (z1,...,zn) € {0,1}"
with Hamming weight k. The slice shows up in theoretical computer science (hardness amplification,
direct sum testing), extremal combinatorics (Erdés-Ko-Rado theorems) and coding theory (in the guise
of the Johnson association scheme).

Our main result is an invariance principle in which (Xi,...,X,) is the uniform distribution on a slice
(E::E) and (V1,...,YVn) consists either of n independent Ber(p) random variables, or of n independent
N(p,p(1 — p)) random variables. As applications, we prove a version of Majority is Stablest for functions
on the slice, a version of Bourgain’s tail theorem, a version of the Kindler—Safra structural theorem, and
a stability version of the t-intersecting Erdés—-Ko—-Rado theorem, combining techniques of Wilson and
Friedgut.

Our proof relies on a combination of ideas from analysis and probability, algebra and combinatorics.
In particular, we make essential use of recent work of the first author which describes an explicit Fourier
basis for the slice.



1 Introduction

Analysis of Boolean functions is an area at the intersection of theoretical computer science, functional analysis
and probability theory, which traditionally studies Boolean functions on the Boolean cube {0,1}". A recent
development in the area is the non-linear invariance principle of Mossel, O’Donnell and Oleszkiewicz [29], a
vast generalization of the fundamental Berry—Esseen theorem. The Berry—Esseen theorem is a quantitative
version of the Central Limit Theorem, giving bounds on the speed of convergence of a sum )}, X; to the
corresponding Gaussian distribution. Convergence occurs as long as none of the summands X; is too
“prominent”. The invariance principle is an analog of the Berry—Esseen theorem for low-degree polynomials.
Given a low-degree polynomial f on n variables in which none of the variables is too prominent (technically, f
has low influences), the invariance principle states that the distribution of f(Xy,...,X,) and f(Y1,...,Y,) is
similar as long as each of the vectors (X1,...,X,) and (Y7,...,Y,) consists of independent coordinates, the
distributions of X;,Y; have matching first and second moments, and the variables X;, Y; are hypercontractive.

The invariance principle came up in the context of proving a conjecture, Majority is Stablest, claiming
that the majority function is the most noise stable among functions which have low influences. It is often
applied in the following setting: the X; are skewed Bernoulli variables, and the Y; are the matching normal
distributions. The invariance principle allows us to analyze a function on the Boolean cube (corresponding to
the X;) by analyzing its counterpart in Gaussian space (corresponding to the Y;), in which setting it can
be analyzed using geometric methods. This approach has been used to prove many results in analysis of
Boolean functions (see for example [21]).

The proof of the invariance principle relies on the product structure of the underlying probability spaces.
The challenge of proving an invariance principle for non-product spaces seems far from trivial. Here we prove
such an invariance principle for the distribution over X7, ..., X, which is uniform over the slice ([Z]), defined
as:

" o . _

p) = 1oy ) €{0,1}" sy + - + 2, = k}.
This setting arises naturally in hardness of approximation, see e.g. [6], and in extremal combinatorics (the
Erdés—Ko-Rado theorem and its many extensions).

Our invariance principle states that if f is a low-degree function on ([Z]) having low influences, then
the distributions of f(Xy,...,X,) and f(Y7,...,Y,) are close, where X,..., X, is the uniform distribution
on ([Z]), and Yi,...,Y, are either independent Bernoulli variables with expectation k/n, or independent
Gaussians with the same mean and variance.

The classical invariance principle is stated only for low-influence functions. Indeed, high-influence functions
like f(z1,...,2,) = 21 behave very differently on the Boolean cube and on Gaussian space. For the same
reason, the condition of low-influence is necessary when comparing functions on the slice and on Gaussian
space.

The invariance principle allows us to generalize two fundamental results to this setting: Majority is
Stablest and Bourgain’s tail bound. Using Bourgain’s tail bound, we prove an analog of the Kindler—Safra
theorem, which states that if a Boolean function is close to a function of constant degree, then it is close to a
junta.

As a corollary of our Kindler—Safra theorem, we prove a stability version of the t-intersecting Erdés—Ko—
Rado theorem, combining the method of Friedgut [I8] with calculations of Wilson [35]. Friedgut showed that
a t-intersecting family in ([Z]) of almost maximal size (1 — ¢) (Z:;) is close to an optimal family (a t-star) as
long as A < k/n < 1/(t +1) — ¢ (when k/n > 1/(t + 1), t-stars are no longer optimal). We extend his result
to the regime k/n ~ 1/(t + 1).

The classical invariance principle is stated for multilinear polynomials, implicitly relying on the fact that
every function on {0, 1}" can be represented (uniquely) as a multilinear polynomial, and that multilinear
polynomials have the same mean and variance under any product distribution in which the individual factors
have the same mean and variance. In particular, the classical invariance principle shows that the correct way
to lift a low-degree, low-influence function from {0, 1}" to Gaussian space is via its multilinear representation.



The analogue of the collection of low degree multilinear functions on the discrete cube is given by the
collection of low degree multilinear polynomials annihilated by the operator Y. , % Dunkl [9} 10] showed
that every function on the slice has a unique representation as a multilinear polynomial annihilated by the
operator Y.\, a—i We call a polynomial satisfying this condition a harmonic function. In a recent paper [14],
the first author showed that low-degree harmonic functions have similar mean and variance under both the
uniform distribution on the slice and the corresponding Bernoulli and Gaussian product distributions. This is
a necessary ingredient in our invariance principle.

Our results also apply for function on the slice that are not written in their harmonic representation.
Starting with an arbitrary multilinear polynomial f, there is a unique harmonic function f agreeing with f
on a given slice. We show that as long as f depends on few coordinates, the two functions f and f are close
as functions over the Boolean cube. This implies that f behaves similarly on the slice, on the Boolean cube,
and on Gaussian space.

Our proof combines algebraic, geometric and analytic ideas. A coupling argument, which crucially relies
on properties of harmonic functions, shows that the distribution of a low-degree, low-influence harmonic
function f is approximately invariant when we move from the original slice to nearby slices. Taken together,
these slices form a thin layer around the original slice, on which f has roughly the same distribution as on
the original slice. The classical invariance principle implies that the distribution of f on the layer is close to
its distribution on the Gaussian counterpart of the layer, which turns out to be identical to its distribution
on all of Gaussian space, completing the proof.

A special case of our main result can be stated as follows.

Theorem 1.1. For every e > 0 and integer d = 0 there exists T = 7(e,d) > 0 such that the following holds.
Let n = 1/7, and let f be a harmonic multilinear polynomial of degree d such that with respect to the uniform
measure vy, on the slice (5;]), the variance of f is at most 1 and all influences of f are bounded by T.

The CDF distance between the distribution of f on the slice vy, and the distribution of f under the product
measure [, with marginals Ber(p) is at most e: for all o € R,

[Prlf <o =Prlf <oll <e

This result is proved in Section

Subsequent to this work, the first and third author came up with an alternative proof of Theorem [27]
which doesn’t require the influences of f to be bounded. The proof is completely different, connecting the
measures f, and vy, directly without recourse to Gaussian space. While the main result of [27] subsumes
the main result of this paper, we believe that both approaches have merit. Furthermore, the applications of
the invariance principle appearing here are not reproduced in [27].

Paper organization An overview of our main results and methods appears in Section[2} Some preliminaries
are described in Section[3] We examine harmonic multilinear polynomials in Section[d] We prove the invariance
principle in Section [5] Section [f] proves Majority is Stablest, and Section [7] proves Bourgain’s tail bound,
two applications of the main invariance principle. Section [§ deduces a version of the Kindler-Safra theorem
from Bourgain’s tail bound. Our stability result for t-intersecting families appears in Section [9] Some open
problems are described in Section

2 Overview

The goal of this section is to provide an overview of the results proved in this paper and the methods
used to prove them. It is organized as follows. Some necessary basic definitions appear in Subsection [2.1
The invariance principle, its proof, and some standard consequences are described in Subsection Some
applications of the invariance principle appear in Subsection [2:3} versions of Majority is stablest, Bourgain’s
theorem, and the Kindler—Safra theorem for the slice. An application of the Kindler—Safra theorem to
extremal combinatorics is described in Subsection [2.4l Finally, Subsection presents results for non-
harmonic multilinear polynomials.



2.1 Basic definitions
Measures Our work involves three main probability measures, parametrized by an integer n and a
probability p € (0,1):

e /i, is the product distribution supported on the Boolean cube {0,1}" given by u,(S) = plSl(1 = p)n-ISl,

e Uy, is the uniform distribution on the slice ([;33) ={(z1,...,2n) € {0,1}" sz + - -+ + x, = pn} (We
assume pn is an integer).
e G, is the Gaussian product distribution N((p,...,p),p(1 —p)I,) on Gaussian space R™.
We denote by ||f|» the L2 norm of the polynomial f with respect to the measure 7.
Harmonic polynomials As stated in the introduction, we cannot expect an invariance principle to hold
for all multilinear polynomials, since for example the polynomial 1 + - - - + x,, — pn vanishes on the slice but

not on the Boolean cube or on Gaussian space. We therefore restrict our attention to harmonic multilinear
polynomials, which are multilinear polynomials f satisfying the differential equation

(The name harmonic, whose common meaning is different, was lifted from the literature.)

Dunkl [9] T0] showed that every function on the slice (gg) has a unique representation as a harmonic
multilinear polynomial whose degree is at most min(pn, (1 — p)n). This is the analog of the well-known fact
that every function on the Boolean cube has a unique representation as a multilinear polynomial.

One crucial property of low-degree harmonic multilinear polynomials is invariance of their L2 norm: for
any p < 1/2 and any harmonic multilinear polynomial f of degree d < pn,

d2
£y = £, = 1o, (1 +0 (p(l—p)n>> |

This is proved in Filmus [I4], and in fact this result (and its applications in the present work) was the main
motivation for [14].

Influences The classical definition of influence for a function f on the Boolean cube goes as follows. Define
fil(z) = f(2!), where 2! results from flipping the ith coordinate of z. The ith cube-influence of f is given
by

, 0
Wt L1 = 1 = S, = 'af

2 1 o
. p(1-p) 2, (57"
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This notion doesn’t make sense for functions on the slice, since the slice is not closed under flipping
of a single coordinate. Instead, we consider what happens when two coordinates are swapped. Define
f@)(z) = f(29)), where (%) results from swapping the ith and jth coordinates of z. The (i, j)th slice-
influence of f is given by

Inf;[f] = E [(F = F)7).

The influence of a single coordinate ¢ is then defined as

Iff[f] = = > Inf}[f].
j=1

1
n
The two definitions are related: Lemma shows that if d = O(y/n) then

i (1] = 0, (& V1A + 1),



(The variance can be taken with respect to either the Boolean cube or the slice, due to the L2 invariance
property.)

Noise stability The classical definition of noise stability for a function f on the Boolean cube goes as
follows:

Solf1 =E[f (@) f(y)];

where  ~ 1, and y is obtained from z by letting y; = x; with probability p, and y; ~ i, otherwise.
The analogous definition on the slice is slightly more complicated. For a function f on the slice,

Splf1 =E[f(2)f(y)];

where z ~ v,, and y is obtained from z by doing Po(Z;! log %) random transpositions (here Po()) is a
Poisson distribution with mean A). That this definition is the correct analog can be seen through the spectral

lens:
Splf1 =200, Sy =Dt I e
d d
Here f=% is the dth homogeneous part of f consisting of all monomials of degree d.

2.2 Invariance principle
Our main theorem is an invariance principle for the slice.

Theorem Let f be a harmonic multilinear polynomial of degree d such that with respect to vpy,
V[f] <1 and Inf{[f] < 7 for all i € [n]. Suppose that 7 < I;#6% and n > IZ/6%, for some constants I, K.
For any C-Lipschitz functional ¢ and for 7 € {G,, i},

| E W] - ER(DI = 0,(C9).

Proof sketch. Let 1 be a Lipschitz functional and f a harmonic multilinear polynomial of unit variance,
low slice-influences, and low degree d. A simple argument (mentioned above) shows that f also has low
cube-influences, and this implies that

B ~ Bl =0, (P22 va).

The idea is now to apply the multidimensional invariance principle jointly to f and to § = ZiftZn_np

Vp(l—-p)n

deducing
I{EW(f)l\sKa] = E[(Nsico] £ e
Let v, be the restriction of G, to the Gaussian slice {(z1,...,2,) € R" : 21 + --- + 2, = gn}. An easy

argument shows that since f is harmonic, the distribution of f(G,) and f(v,,) is identical, and so

E V() 15120 = Pr(1S] < o] E[b(1)]

Op P

Similarly,
E[V()1s<0] = PrllS] < o](E[v (/)] £ Op(oVd)).

Hp Hp

Since Prg, [|S] < o] ~ Pry, [|S| < 0] = ©,(0), we can conclude that

E [w(f)] ~ ER(H)] £ 0y (oVd + 7).

Vpn I3

By choosing ¢ appropriately, we balance the two errors and obtain our invariance principle. O



As corollaries, we bound the Lévy and CDF distances between f(vpy), f(1p) and f(Gp):

Corollary Let f be a harmonic multilinear polynomial of degree d such that with respect to v,
V[f] <1 and Inf;[f] < 7 for all i € [n]. There are parameters X,,, X such that for any 0 < ¢ < 1/2, if
T < X, %~ and n > XJ/eX then the Lévy distance between f(vp,) and f(7) is at most €, for m € {Gp, 1}
In other words, for all o,

Prif<o—€l—e<Pr[f<o]<Pr[f<o+e]+e

Vpn ™ Vpn

Corollary Let f be a harmonic multilinear polynomial of degree d such that with respect to vp,,
V[f] = 1 and Inf;[f] < 7 for all i € [n]. There are parameters Y,,Y such that for any 0 < e < 1/2, if
7 < (Ypd)~4e¥? and n > (Y,d)?/e¥? then the CDF distance between f(v,,) and f(r) is at most €, for
7 € {Gp, ttp}. In other words, for all o,

| Pr[f <o] - Pr[f < o]l <.

Vpn

The proofs of these corollaries closely follows the proof of the analogous results in [29].

2.3 Applications

As applications to our invariance principle, we prove analogues of three classical results in analysis of Boolean
functions: Majority is stablest; Bourgain’s theorem; and the Kindler—Safra theorem:

Theorem Let f: (Zg) — [0,1] have expectation u and satisfy Inf;[f] < 7 for all i € [n]. For any
0 < p <1, we have

. loglog 1 1 .
SHLfI < Tp(p) + Opp (lcwgl + 0, ~ where o = min(7, 1),

(e

where I',(11) is the probability that two p-correlated Gaussians be at most ®~*(p) (here ® is the CDF of a
standard Gaussian).

Theorem E Fix k = 2. Let f: (E)’g) — {41} satisfy Inf{[f<F] < 7 for all i € [n]. For some constants
Wy i, C, if 7 < W;,i V[f]¢ and n = W,/ V[f]¢ then

e-a(2d).

Theorem Fix the parameter k > 2. Let f: (E:g) — {+1} satisfy |f>*|? = e. There exists a function

h: (gg) — {+1} of degree k depending on Oy ,(1) coordinates (that is, invariant under permutations of all
other coordinates) such that

1
nﬂ4w=om(ﬂc+mm)
for some constant C.
The proof of Theorem closely follows its proof in [29]. The proofs of the other two theorems closely

follows analogous proofs in [23].

2.4 t-Intersecting families

As an application of our Kindler—Safra theorem, we prove a stability result for ¢-intersecting families.
First, a few definitions:



e A t-intersecting family F < ([Z]) is one in which |A n B| >t for any A, B € F.
e A t-star is a family of the form {A € ([Z]) : A D J}, where |J| =t.
e A (t,1)-Frankl family is a family of the form {A e ([Z]) AN J| =t + 1}, where |[J]| =t + 2.

Ahlswede and Khachatrian [Il [3] proved that if n > (¢t + 1)(k — ¢ + 1) and F is an intersecting family,
then |F| < (Z:E), and furthermore equality holds if and only if F is a t-star. They also proved that when
n=(t+1)(k—t+1) the same upper bound holds, but now equality holds for both ¢-stars and (¢, 1)-Frankl
families.

A corresponding stability result was proved by Friedgut [I8]:

Theorem H Let t > 1, k>, A\,{ >0, and An < k < (75 — ()n. Suppose F < ([Z]) is a t-intersecting
family of measure |F| = (}~}) — €(}). Then there exists a family G which is a t-star such that

|FAG]
(%)
Friedgut’s theorem requires k/n to be bounded away from 1/(¢ + 1). Using the Kindler—Safra theorem on

the slice rather than the Kindler-Safra theorem on the Boolean cube (which is what Friedgut uses), we can
do away with this limitation:

= Ot’,\)g(e).

Theorem Lett>2,k>t+1andn = (t+1)(k—t+ 1) +r, where r > 0. Suppose that k/n > X for
some A > 0. Suppose F < ([Z]) is a t-intersecting family of measure |F| = (Z:;) — E(Z) Then there exists a
family G which is a t-star or a (¢, 1)-Frankl family such that

1/C
|]:§g‘ = Oy | max <k) 1] Ve + ! ,
(%) 7 T nt/@
for some constant C.

Furthermore, there is a constant A; x such that ¢ < A; y min(r/k, 1)(’”rl implies that G is a t-star.

Our proof closely follows the argument of Friedgut [I8], transplanting it from the setting of the Boolean
cube to the setting of the slice, using calculations of Wilson [35] in the latter setting. The argument involves
certain subtelties peculiar to the slice.

2.5 Non-harmonic functions

All results we have described so far apply only to harmonic multilinear polynomials. We mentioned that some
of these results trivially don’t hold for some non-harmonic multilinear polynomials: for example, .\ | z; — np
doesn’t exhibit invariance. This counterexample, however, is a function depending on all coordinates. In
contrast, we can show that some sort of invariance does apply for general multilinear polynomials that depend
on a small number of coordinates:

Theorem Let f be a multilinear polynomial depending on d variables, and let f be the unique harmonic
multilinear polynomial agreeing with f on (E}Tg), where d < pn < n/2. For 7 € {u,,G,} we have

~ d22d
17 =12 = 0 (a2 Ui

Proof sketch. Direct calculation (appearing in Lemma |4.2]) shows that if w is a Fourier character than

d2
s o(a)
Gr p(l—p)n

lw =@l = v -l




where @ is defined analogously to f .
We can assume without loss of generality that f depends only on the variables in [d] = {1,...,d}. Since

f~ = ng[d] f(S)CDS7

~ “ d2 d22d
2 < S%)():O()
I =1l S;Z[d] 120 s i) M1
using the Cauchy—Schwartz inequality. O

The idea of the proof is to prove a similar results for Fourier characters (Lemma for individual Fourier
characters, and then to invoke the Cauchy—Schwartz inequality.

As a consequence, if we have a multilinear polynomial f depending on a small number of variables, its
harmonic projection f (defined as in the theorem) has a similar expectation, L2 norm, variance and noise
stability (Corollary . This implies, for example, that our Majority is stablest theorem is tight: the
harmonic projection of the majority of a small number of indices serves as the tight example.

3 Preliminaries

Notation The notation 1g is the characteristic function of the event E. Expectation, variance and
covariance are denoted by E, V and Cov, respectively. The sign function is denoted sgn. The notation [n]
denotes the set {1,...,n}. The slice ([Z]) consists of all subsets of [n] of cardinality k. We often identify
subsets of [n] with their characteristic vectors in {0, 1}™.

The notation Bin(n,p) denotes a binomial distribution with n trials and success probability p. The
notation Po()\) denotes a Poisson distribution with expectation A. The notation N(u, ¥?) denotes a normal
distribution with mean g and covariance matrix ¥2. For a scalar p, we use p to denote a constant p vector
(of appropriate dimension which is clear from context) and I,, to denote the n x n identity matrix.

For a probability distribution =, ||f| = | f|+ = A/Ex[f?] is the L2 norm of f with respect to 7. Note that
171+ = E[f]]

The notation a® denotes the falling factorial function: a® = a(a —1)---(a — b+ 1).

Asymptotic notation (O(-) and the like) will always denote non-negative expressions. When the expression
can be positive or negative, we use the notation +O(-). The underlying limit is always n — oo. If the hidden
constant depends on variables V| we use the notation Oy (-).

A C-Lipschitz functional is a function ¢: R — R satisfying |1(x) — ¥ (y)| < Clx — y|, which implies that
for functions f, g on the same domain:

Lemma 3.1. For every C-Lipschitz functional ¥ and functions f,g on the same domain,
| E[Y(f)] = E[¢(g)]l < Clf =gl

Probability distributions Our argument will involve several different probability distributions on R™
(where n will always be clear from context):

e /i, is the product distribution supported on {0,1}"™ given by u,(S) = pl8l(1 — p)n— I8l

e 1}, is the uniform distribution on the slice ([Z]).

e G, is the Gaussian product distribution N((p,...,p),p(1 —p)I,).

© Vg =N((g,...,q),%), where B j = 2 Lp(1 — p)§(i = j) — 2 LPU=P) 55 2 5y for 1 <i,j < n.

n n—1
As is well-known, the distribution -, 4 results from conditioning G, on the sum being gn.

Lemma 3.2. Let (X1,...,X,) ~ G,. The distribution of (X1,...,X,) conditioned on X1 +--- + X,, = qn

%S Yp,q-



Proof. Let S = X; +--- + X,,, and consider the multivariate Gaussian distribution (X7, ..., X,,S), whose
TI{,‘ Tll) ). Let (Y7,...,Y,) be the distribution of
(X1,...,X,,S) conditioned on S = gn, which is well-known to be multivariate Gaussian. Using well-known
formulas, the mean of this distribution is p + 1n"*(¢gn — pn) = q (as can be derived directly), and its
covariance matrix is p(1 — p)(I,, — 1n~'1’). The diagonal elements are V[Y;] = p(1 — p)(1 — 1) and the

n

off-diagonal ones are Cov(Y;,Y;) = p(1 — p)(—1). O

P n

distribution is easily calculated to be N((p pn),p(1 —p)

We can also go in the other direction.

Lemma 3.3. Let (X1,...,Xn) ~ Ypq, let Y ~N(p—q, 222 “and let Y; = X;+Y. Then (Yi,...,Y,) ~ Gp.

Proof. As is well-known, Y7,...,Y,, is a multivariate Gaussian, and it is easy to see that its mean is p. We
have V[Y;] = V[X;] + V[Y] = p(1 — p) and Cov(Y;,Y;) = Cov(X;, X;) + V[Y] = 0. The lemma follows. [

The distributions p,, and vy, are very close for events depending on o(4/n) coordinates.

Lemma 3.4. Let A be an event depending on J coordinates, where J*> < n. Then

J2
74})(1 — p)nﬂp(A)~

Proof. The triangle inequality shows that we can assume that A istheevent 1 = --- =xp =0, xp41,..., 25 =
1 for some £. Let k = pn. Clearly p,(A) = (1 — p)’p? ¢, whereas

[Vpn (A) — pp(A)] <

(n — k)ekI=t

nd

Vpn(A) =

We have

J — — 2
n_<1_1>...<1_‘] 1);1—1+ +(J 1)21—J—.

n n 2n

Therefore
(TL _ k)ék,J—Z

J2
Vpn(A> < m < ,Up(A) (1 + n> 5

using 1~ < 1+ 2z, which is valid for = < 1/2.

Similarly,
(n — k)tkI=t 0?2 (J—10)? J? J? J?
———>1- — > 1 — max —
250
(n—k)k 2(1 —p)n 2pn 2(1 —p)n’ 2pn 4p(1 — p)n
Therefore
(n— k)'k (1 — J?/(4p(1 — p)n)) J?
A) = =p,(A)([1— ————.
Vpn(A) o 1ip(A) 1p(1—pin

This completes the proof. O

3.1 Harmonic multilinear polynomials

Our argument involves extending a function over a slice ([Z]) to a function on R™, just as in the classical

invariance principle, a function on {0, 1}™ is extended to R™ by writing it as a multilinear polynomial. In our
case, the correct way of extending a function over a slice to R™ is by interpreting it as a harmonic multilinear
polynomial. Our presentation follows [14], where the proofs of various results claimed in this section can be
found. The basis in Definition below also appears in earlier work of Srinivasan [33], who constructed it
and showed that it is orthogonal with respect to all exchangeable measures.



Definition 3.5. Let f € R[z1,...,x,] be a formal polynomial. We say that f is multilinear if gzg =0 for

all i € [n]. We say that f is harmonic if

;axi =0.

The somewhat mysterious condition of harmonicity arises naturally from the representation theory of the
Johnson association scheme. Just as any function on the Boolean cube {0, 1}" can be represented uniquely as
a multilinear polynomial (up to an affine transformation, this is just the Fourier—Walsh expansion), every
function on the slice ([Z]) can be represented uniquely as a harmonic multilinear polynomial, using the

identification '
<[Z]) ={(z1,...,2,) € {0,1}": ;Iz ey

Lemma 3.6 ([14) Theorem 4.1]). Every real-valued function f on the slice ([Z]) can be represented uniquely
as a harmonic multilinear polynomial of degree at most min(k,n — k).

There is a non-canonical Fourier expansion defined for harmonic multilinear polynomials.

Definition 3.7. Let A = (aq,...,aq) and B = (by,...,bs) be two sequences of some common length d of
distinct elements of [n]. We say that A < B if:

(a) A and B are disjoint.
(b) B is monotone increasing: by < --- < by.
(¢) a; < b; for all i € [d].

A sequence B = (by,...,bq) is a top set if A < B for some sequence A. The collection of all top sets of length
d is denoted B,, 4, and the collection of all top sets is denoted B,,.
If A= (ay,...,aq) and B = (by,...,bq) satisfy A < B, define

d
xa,8 = | [(@a, —x0,).
i=1
For a top set B, define
XB = 2 XA,B-
A<B

Finally, define
Xd = X{2,4,...,2d}-

Lemma 3.8 ([I4, Theorem 3.1,Theorem 3.2]). Let 7 be any exchangeable distribution on R™ (that is, 7 is
invariant under permutation of the coordinates). The collection By, forms an orthogonal basis for all harmonic

multilinear polynomials in R[xq, ..., x,] (with respect to 7), and
n .
b —2(i—1
Il = calga 2, ubere e = T (7% 1),
i=1

and ||x |~ denotes the norm of xp with respect to .
In particular, if f is a harmonic multilinear polynomial then E[f] is the same under all exchangeable
measures.

Lemma [3.3] and Lemma [3.8] put together have the surprising consequence that harmonic multilinear
functions have exactly the same distribution under G, and 7, q.



Lemma 3.9. Let f be a harmonic multilinear polynomial. The random variables f(Gp), f(Vp.q) are identically
distributed.

Proof. According to Lemma if (#1,..,2n) ~ Vp.g» ¥ ~ N(g—p, @) and y; = x;+y, then (y1,- - ,yn) ~
Gp. The lemma follows since y; — y; = z; — x; and a harmonic multilinear polynomial can be expressed as a
function of the differences x; — x; for all i, j. O

Lemma [3:§ allows us to compare the norms of a harmonic multilinear function under various distributions.

Corollary 3.10. Let 71,7 be two exchangeable distributions on R™, and let f be a harmonic multilinear
polynomial of degree d. If for some € = 0 and all 0 < e < d it holds that (1—€)|xc|2, < |xe|2, < (1+€)|xe|2,,
then also (1 —€)|f[2, < IfI2, < (1 + o)l fIz,-

The following lemma records the norms of basis elements for the distributions considered in this paper.

Lemma 3.11. For all d we have

Ixalz, = Ixalg, = (2p(1 —p))?,

n)4((1 — p)n)? ’
|m&m=ﬂ@)“$ﬂﬁ)=*%“—””@+O(mf}m))

Proof. The exact formulas for |xq4|; and |xa[,  are taken from [I4, Theorem 4.1]. Since z1,...,z, are

n

independent under G,, we have |xa|g = E[(z1 —z2)*]* = (2p(1 — p))*.
It remains to prove the estimate for | Xdlezpn' The proof of [14, Theorem 4.1] shows that

_ 0@ o)
”Xd”2 = QdM = (2p(1 —p))d (1 pn ) (1 (17p)n)
Vpn ’)’LE (1 B M) .
n
It follows that a2 X i 2 2
Xdll,, (d d d ) < d )
—r 140+ —F+—|=1+0| —— . 0

Lemma and Corollary imply an L2 invariance principle for low degree harmonic multilinear
polynomials.

Corollary 3.12. Suppose f is a harmonic multilinear polynomial of degree d on n variables. For any p < 1/2
such that d < pn and any 7 € {y,, Gp} we have

Al =151 (120 (o250,

3.2 Analysis of functions

We consider functions on three different kinds of domains: the Boolean cube {0,1}", the slice ([Z]), and
Gaussian space R™. We can view a multilinear polynomial in R[z1,...,2,] as a function over each of these
domains in the natural way.

For each of these domains, we proceed to define certain notions and state some basic results. The material

for the Boolean cube and Gaussian space is standard, and can be found for example in [31].

10



Functions on the Boolean cube The Boolean cube is analyzed using the measure p, for an appropriate
p. The Fourier characters wg and Fourier expansion of a function f: {0,1}" — R are given by

ws(.%'l,...7 1_[ ) f= Z f(S)wS

€S Sc[n]

We define f=F = ZI S|=k f(S)ws, and so a multilinear polynomial f of degree d can be decomposed as

f=f=9+-..+ =7 Since the Fourier characters are orthogonal, the parts f=9 ..., f=% are orthogonal. In the
future it will be convenient to separate f into f = f<F+ f>* for an appropriate k, where f<F = f=04...4 f=F
and f7F = f=k+1 4. f=d,

Define fl(z) = f(x[¥), where z[* results from flipping the ith coordinate of z. The ith cube-influence is

given by
PG

Saz
The total influence of f is Inf’[f] = 37" | Inf{[f], and it satisfies the Poincaré inequality

VIf]1 < p(1 —p) Inf[f] < (deg f) V[f].

The noise operator T}, is defined by

ff[f] = [ f = f9)° =

deg f ‘ ‘
Tf= ), o1~
i=0
The noise stability of f at p is
deg f
Sy =Ty = ) PITE

i=0
The noise operator (and so noise stability) can also be defined non-spectrally. We have (T}, f)(x) = E[f(y)],
where y is obtained from z by letting y; = x; with probability p, and y; ~ p, otherwise.

Functions on the slice The slice ([Z]) is analyzed using the measure v;. The corresponding notion
of Fourier expansion was described in Section A harmonic multilinear polynomial f of degree d can
be decomposed as f = f=0 + ... + f=¢ where f=* contains the homogeneous degree k part. The parts
£7°, ..., f=¢ are orthogonal.

The (i, j)th influence of a function f is Inf};[f] = E[(f — f@)?2], where £ (z) = f(2(¥)), and 2(%)
is obtained from z by swapping the ith and jth coordinates. We define the ith influence by Inf}[f] =
Ly iy Inf7;[f], and the total influence by Inf*[f] = 33, Inf[f]. The total influence satisfies the Poincaré
1nequahty

Vf] < Inf*[f] < (deg f) V[f].

For a proof, see for example [I4, Lemma 5.6].
The noise operator H, is defined by

deg f

Hf_ZP dl/n)fd

The noise stability of f at p is

deg f

S = Hpfy = Y pt @D,

d=0

The noise operator (and so noise stability) can also be defined non-spectrally. We have (H, f)(z) = E[f(y)],
where y is obtained from x by taking Po("T_1 log %) random transpositions.

11



Functions on Gaussian space Gaussian space is R” under a measure G, for an appropriate p. In this paper,
we mostly consider functions on R™ given by multilinear polynomials, and these can be expanded in terms of
the wg. General functions can be expanded in terms of Hermite functions. Every square-integrable function
can be written as f =, _, f=F, where f=F satisfies f=(ax1 +p,...,qzn +p) = " fTF(x1+p,... 20 + D).

The distributions p, and G, have the same first two moments, and this implies that E,, [f] = Eg, [f] and
| flu, = |flg, for every multilinear polynomial f. The Ornstein-Uhlenbeck operator U, is defined just like
T, is defined for the cube. Noise stability is defined just like in the case of the cube, and we use the same
notation S¢ for it.

The noise operator (and so noise stability) can also be defined non-spectrally. We have (U, f)(z) = E[f(y)],
where y = (1 — p)p + pz + /1 — p2 N(0,p(1 — p)). We can also define noise stability as S;[f] = E[f(z)f(y)],

where (z,y) ~ N((p,p), <5p((11_22) ppp((ll_lg)>)

Homogeneous parts For a function f, we have defined f=* in three different ways, depending on the
domain. When f is a harmonic multilinear polynomial, all three definitions coincide. Indeed, any harmonic

multilinear polynomial is a linear combination of functions of the form x4, 5. We show that x4.p = X:ng
under all three definitions. Let A = ay,...,ar and B = by,...,b,. Since x4 p is homogeneous of degree k as

a polynomial, we see that x4 p = XZ,kB over the slice. Also,

k
_ k/2 La; — P Lo, — P
xa, = (p(1 —p)) - .
E V(L =p)  /p(1-p)
Opening the product into a sum of terms, we can identify each term with a basis function wg for some S of
size k. This shows that x4, = xjf“B over the cube. Finally, since x4 g is harmonic, in order to show that

XAB = XE{CB in Gaussian space, it suffices to show that x4 g(ar) = a*xa g(x), which is true since ya p is
homogeneous of degree k as a polynomial.

Degrees The following results state several ways in which degree for functions on the slice behaves as
expected.
First, we show that degree is subadditive.

Lemma 3.13. Let f,g be harmonic multilinear polynomials, and let h be the unique harmonic multilinear
polynomial agreeing with fg on the slice ([Z]). Then degh < deg f + degyg.

Proof. We can assume that deg f + deg g < k, since otherwise the result is trivial.

Let F; be the operator mapping a function ¢ on the slice to the function ¢=? on the slice. That is, we
take the harmonic multilinear representation of ¢, extract the i’th homogeneous part, and interpret the result
as a function on the slice. Also, let F¢4 = Z?:o E;. A function ¢ on the slice has degree at most d if and
only if it is in the range of F4.

Qiu and Zhan [32] (see also Tanaka [34]) show that fg is in the range of Ecgeg f © E<deg g, Where o is
the Hadamard product. The operators E; are the primitive idempotents of the Johnson association scheme
(see, for example, [4, §3.2]). Since the Johnson association scheme is Q-polynomial (cometric), the range of
Ecdeg f © E<deg g €quals the range of Ecdeg f+deg g, and so deg fg < deg f + degg. O

As a corollary, we show that “harmonic projection” doesn’t increase the degree.

Corollary 3.14. Let f be a multilinear polynomial, and let g be the unique harmonic multilinear polynomial
agreeing with f on the slice ([Z]), Then deg g < deg f.

Proof. When f = x1, one checks that g is given by the linear polynomial

1 ¢ k
g:ﬁZ(xl_mi)—i_ﬁ'

i=1

12



The corollary now follows from Lemma and from the easy observation deg(aF + 8G) < max(deg F, deg G).

O

An immediate corollary is that degree is substitution-monotone.
Corollary 3.15. Let f be a harmonic multilinear polynomial, let g(x1,...,2y) =
flx1, .., xp_1,b) for b € {0,1}, and let h be the unique harmonic multilinear polynomial agreeing with

g on the slice ([Z]). Then degh < deg f.

Noise operators We have considered two noise operators, H, and 7, = U,. Both can be applied
syntactically on all multilinear polynomials. The following result shows that both operators behave the same
from the point of view of Lipschitz functions.

Lemma 3.16. Let f be a multilinear polynomial of degree at most n/2. For 6 < 1/2 and any C-Lipschitz
functional ¥, and with respect to any exchangeable measure,

|E[W(Hy_s )] — E[0(Ur_s /)] = O (C‘“ f) .

n
Proof. Let p =1 — 6. Lemma [3.1] shows that

n/2
|E[Y(Hpf)] = E[0(U, 11 < CPHpf = Upf|? = C% Y (p"0 =070 — py2) £,
d=0

Let R(z) = p®. Then p?(—(d=1/n) _ pd — @(—R’(w)) for some z € [d(1 — (d — 1)/n),d]. For such z,
R'(z) = p*(—log p) < p?(1=(d=1/n)(25) < p?/?(26), using § < 1/2 and d < n/2. Therefore

A1V /m d(d—1
pA=(d=1)/n) _ yd < 95 ( - )pd/2.

The expansion z%/(1—z)3 = 37", (g)xd implies that d(d—1)p%? < 2p/(1—,/p)>. Since 1—\/p=1-/1—-6 >
§/2, we conclude that

Cde1 3252
pA0=(d=1)/m) _ pd _

The lemma follows. O

4 On harmonicity

Let f be a function on the Boolean cube {0,1}", and let f be the unique harmonic function agreeing with f
on the slice (E:g) We call f the harmonic projection of f with respect to the slice (E:g) In this section we
prove Theorem which shows that when f depends on (1 — €) logn variables, it is close to its harmonic
projection under the measure p,. Together with Corollary this allows us to deduce properties of f on
the slice given properties of f on the Boolean cube, an idea formalized in Corollary [£.4]

We start by examining single monomials.

Lemma 4.1. Let m be a monomial of degree d, and let f be the unique harmonic multilinear polynomial
agreeing with m on ([Z]) (where d < k <n/2). Then deg f = d and the coefficient ¢, of m in f is

n—2d+1 d
=—F=1- — .
B — | O(n)

13



Proof. Without loss of generality we can assume that m = x,_g41 - 2n. Let B={n—d+1,...,n}. Recall
that the basis element xp is equal to

XB = Z (xal - xn—d-‘rl) T (Iad - In)
a1 #-#aq€[n—d]

Let f be the unique harmonic multilinear polynomial agreeing with m on ([Z’]). Corollary shows

that deg f < d. The coefficient f(B) of xp in the Fourier expansion of f is given by the formula f(B) =
{f,xB)/|xB|?* Since deg f < d, it is not hard to check that in the Fourier expansion of f, the monomial m
only appears in xpg. Therefore the coefficient ¢, of m in f is

g<fa XB>
Ixs[?’

cm = (=1)%(n —d)

since there are (n — d)? summands in the definition of 5. The value of |xg|? is given by Lemma and

Lemma B.11¢
o (n—d+1\(n—d n—2d + 2 Qdk@(n—k)i
ol = (") (M) (2 b

We proceed to compute {f, xp). Let S € ([2]). If f(S)xB(S) # 0 then B < S, which happens with probability
k2/nd. The number of non-zero terms (each equal to (—1)?) is the number of choices of a1, ..., aq ¢ S, namely
(n — k)4, Therefore (f, x> = (—1)%k%(n — k)%/n?, and so

em = (n—d)2- kd(n*k)i‘ n*d

" nd (n—d+1)(n—d)?---(n—2d+2)%(n—2d + 1)kd(n — k)2
_ (n —d)%(n —d)2
S (n—d+1)(n—d)?--(n—2d+2)2(n—2d+1)

- n—2d+1
n—d+1"
Finally, since ¢, # 0 and deg f < d, we can conclude that deg f = d. O

As a consequence, we obtain a result on Fourier characters on the cube.

Lemma 4.2. Let w = wg be a Fourier character with respect to the measure i, of degree d, and let & be the
unique harmonic multilinear polynomial agreeing with w on ([:;1) (where d < np < n/2). Forme {uy,G,} we

have P2
om0 ).
I [ o —pn

1
“= Gy Ll e

€S

Proof. Recall that

Lemma [.1] shows that p
. ¢
e 1-o(Y)
(p(1 —p))¥? L3 n

where 7 involves other monomials. In fact, since @ is harmonic, it is invariant under shifting all the variables
by p, and so
O=cw+17,

where 7" involves other characters. Due to orthogonality of characters we have
~ 2 ~ 112 2 ~ 112 ~ 112 d
|& = wlz = @l = 2c = Diwly = [@lz = (2c=1) = oz —1+ 0 ).

14



Since @ is harmonic, Corollary- 3.12| allows us to estimate [©]2 given HwHVpn which we proceed to estimate:

kt(n k d—t

w5
i (oo (20 (555)

_1iO<M).

Corollary [3.12) shows that the same estimate holds even with respect to 7, and so

d> d?
o — i—~i—1+0(>—0<). O
I = wlx = 2] p(1—p)n p(1—p)n

We can now conclude that a multilinear polynomial depending on a small number of variables is close to
its harmonic projection.

Hhm—

Theorem 4.3. Let f be a multilinear polynomial depending on d variables, and let f be the unique harmonic
multilinear polynomial agreeing with f on (gﬁ), where d < pn < n/2. For w € {1y, G,} we have

_ d? d
17 = 712 = 0 (= ) Il

Proof. We can assume without loss of generality that f depends on the first d coordinates. Express f as a
linear combination of characters: f = > g 14 F(S)ws. Clearly f = 2.sc(d] f(S)@s, where @g is the unique
function agreeing with wg on (Bﬁ) Lemma

=i <2 3 fsro(sr ) = o (Y e

scld]

2| together with the Cauchy—Schwartz inequality shows that

This completes the proof. O

Combining Theorem with Corollary [3.12] we show how to deduce properties of f on the slice given its
properties on the cube.

Corollary 4.4. Let f be a multilinear polynomial depending on d variables, and let f be the unique harmonic
multilinear polynomial agreeing with f on (E)’g), where d < pn < n/2. Suppose that | f|7, = HfHép < 1. For
7€ {p,Gp} we have:

0d/2

1. |E[f] - ., [f]| = O,(22).

d/2
Nl =1+ Op(250).

S

3. V[flu,. = VIfla + 0p(22).

4. For all p e [0,1], S5[fly,. = S5[f1x + Op(422).

&

~_ dj/2
CFor all < d, |7y, = [~y £ Op(220).

15



Proof. Throughout the proof, we are using Corollary to convert information on f with respect to 7 to
information on f with respect to vp,. All calculations below are with respect to 7.
For the first item, note that

. . d2%/?
B~ B < 17 - <1 -l = 0, (2).

The second item follows from the triangle inequality

11 =1 = FI< 17 < 1AL+ 15 = £

For the third item, notice first that |E[f]| < || f|l1 < [|f]l2 = 1. The item now follows from the previous
two.

The fourth item follows from the fact that SZ is 1-Lipschitz, which in turn follows from the fact that
SoLf] = T3] and that T' ;5 is a contraction.

For the fifth item, assume that f depends on the first d variables, and write f = ng[d] cswg. We have

F7r=> cs(@s)™ = =t > es(@s)™

Sc(d] |S|>¢

Lemmashows that for [S| > £, ||(©s)~¢)? < |ws — @s|? = Op(ﬁ). Therefore

~_ — d d?2¢
== FR <2 Y o, (5) =0, ().

|S|>¢

The fifth item now follows from the triangle inequality and the second item. O

5 Invariance principle

In the sequel, we assume that parameters p € (0,1/2] and n such that pn is an integer are given. The
assumption p < 1/2 is without loss of generality.

We will use big O notation in the following way: f = O,(g) if for all n > N(p), it holds that f < C(p)g,
where N(p),C(p) are continuous in p. In particular, for any choice of pr, py satisfying 0 < pr, < pg < 1,
if p € [pr,pu] then f = O(g). Stated differently, as long as A < p < 1 — A, we have a uniform estimate
f = 0x(g). Similarly, all constants depending on p (they will be of the form A, for various letters A) depend
continuously on p.

Proof sketch Let ¢ be a Lipschitz functional and f a harmonic multilinear polynomial of unit variance,
low slice-influences, and low degree d. A simple argument shows that f also has low cube-influences, and this
implies that

E[4(f)] ~ E [¢(f)] £ O, ("“ — ) .va) |

Vi Vpn \/’71
The idea is now to apply the multidimensional invariance principle jointly to f and to § = L1t tZn_np
pply principle jointly to f Vol

deducing
E[4(f)1s1<0] = £[¢(f)1|5\<a] te

Hp

An application of Lemma [3.9] shows that

E V(15120 = Pr(1S] < o] E[b(1))

Op P
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Similarly,

B[V (N)1s<0] = Prll S| < o](E[v (/)] £ Op(oV/d)).

Hp P

Since Prg, [|S| < o] ~ Pr,,[|S| < 0] = ©,(0), we can conclude that

E [6(N] ~ ()] £ 0, (Vi + 7).

Vpn P

By choosing o appropriately, we balance the two errors and obtain our invariance principle.
For minor technical reasons, instead of using 1|g/<, we actually use a Lipschitz function supported on
|S| < o.

Main theorems Our main theorem is Theorem proved in Section [5.1] on page This is an invariance
principle for low-degree, low-influence functions and Lipschitz functionals, comparing the uniform measure on
the slice v, to the measure p, on the Boolean cube and to the Gaussian measure G,,.

Some corollaries appear in Section [5.2] on page [2I] Corollary [5.9] gives a bound on the Lévy distance
between the distributions f(vp,) and f(G,) for low-degree, low-influences functions. Corollary gives
a bound on the CDF distance between the distributions f(vp,) and f(Gp) for low-degree, low-influences
functions. Corollary extends the invariance principle to functions of arbitrary degree to which a small
amount of noise has been applied.

5.1 Main argument

We start by showing that from the point of view of L2 quantities, distributions similar to p, behave similarly.

Definition 5.1. Let p € (0,1). A parameter g € (0,1) is p-like if |p — ¢q| < 4/p(1 — p)/n. A distribution is
p-like if it is one of the following: pg, Vgn, Gy, Where ¢ is p-like.

Lemma 5.2. Let f be a harmonic multilinear polynomial of degree d < /n, and let w1, be two p-like

distributions. Then
1£17, = 1£17, (1 £ 0p (d/v/n)) -
The same holds if we replace | f||* with Infj;[f] = | f — FUD |2 or InfS[f] = || 2L

=
ox;

Furthermore, there is a constant Sy, such that if d < Sp+/n then for all p-like distributions 1, s,

2
LI,
2 <17,

Proof. Let ap(q) = (2¢(1 — q))P, where D < d. An easy calculation shows that o/5(q) = 2(1 — 2¢)D(2q(1 —
q))P~1, and in particular |o/5(q)| = O(Dap(q)/q(1 — q)). It follows that for p-like ¢, ap(q) = ap(p)(l £
O,(D/+/n)). Lemmathus shows that for 7 € {iq, Vgn, G4} and all D < d,

Ixpl? = an(q) (1 +0, <l:>> = (2p(1 —p))P (1 +0, (\% + ?j)) :

Since D < d and d < /n implies d?/n < d/+/n, we conclude that

2

d
ol = o -n)? (120, (<))
The lemma now follows from Corollary O]

We single out polynomials whose degree satisfies d < Sp/n.

Definition 5.3. A polynomial has low degree if its degree is at most Sp+/n, where S, is the constant in
Lemma
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We can bound the cube-influence of a harmonic multilinear polynomial in terms of its slice-influence.

Lemma 5.4. Let f be a harmonic multilinear polynomial of low degree d, and let w be a p-like distribution.
For all i € [n], with respect to m:

it < 0, (41 + ().

Proof. We will show that for the product measure m = p, it holds that

2d 2n
S pm—a Y T m g

which will imply the statement of the lemma by Lemma
The idea is to come up with an explicit expression for Inf;[f]. Let j # i. For S not containing ¢, j we have

Inff[f] < Inf7[f]

(i5) (i7) (i5)
wg” =ws, welly = Wsopy Wiy = Wsolih Weogigy = WSoli)-
Therefore N . .
Wfy[f] = |f = F9) = Y, (F(Su{ih) = F(S v (i)™
i,5¢S
On the other hand, we have

F(S v {ip?.

p(1=p)Inf5[f] = > f(S LS 18)) =
Sai

S3i o j#i

The L2 triangle inequality shows that f(S U {i})? < 2f(S U {1})? + 2(f(S U {i}) — f(S U {j}))?, and so

p(1 — p) Inf{[f 722]"’5&)“} +721nf

J#Z i,j¢S J#i

Z InfS[f d Infs[f]
J#i

2d

<mv[f]

2n
. d n i[f]’
using the Poincaré inequality. Rearranging, we obtain the statement of the lemma. O

Using Lemma [5.4] we can show that the behavior of a low degree function isn’t too sensitive to the value
of ¢ in vyp.

Lemma 5.5. Let f be a harmonic multilinear polynomial of low degree d, and let £ be an integer such that
vy is p-like. For every C-Lipschitz functional ¥,

T~V T~Vppa

| E [(/@)] - E wq<m-4%<c ZVW%Q'

Proof. Let q = {/n, which is p-like. For i € [n], let (X%, Y?) be the distribution obtained by choosing a random
€ (["]z{i}) and setting Y = X*U{i}. Note that f(X?)—f(Y?) = (f— fl)(X?). Since Pr,,[z; = 0] = 1—q,

we have

B0 - J0r)] < (1= L, = 0, (V1L + ki, ).

using Lemma and Lemma
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Consider now the distribution (X,Y") supported on ([’Z]) X ( e[ﬁ]l) obtained by taking X ~ v, and choosing

Y 5 X uniformly among the n — £ choices; note that Y ~ v¢11. Since (X,Y) is a uniform mixture of the
distributions (X%, Y?), we deduce

d 1. s
B~ £ < 0, (£ V1AL, + 3 0t°11),,
d
<0, (5711, ).
using the Poincaré inequality Inf*[f] < d V[f] (see Section . The lemma now follows along the lines of
Lemma 3.1} O

We now apply a variant of the invariance principle for Lipschitz functionals due to Isaksson and Mossel.

Proposition 5.6 ([19, Theorem 3.4]). Let Q1,...,Q be n-variate multilinear polynomials of degree at most
d such that with respect to p,, V[F;] <1 and Inf[F;] < 7 for all i € [k] and j € [n]. For any C-Lipschitz

functional ¥: R* — R (i.e., a function satisfying |\I/( )= VY(y)| < Clz—yl2),

|E[9(Q1,- Q)] = E[(Q1,- -, Q)| = Ok(Cryr'),

for some (explicit) constant p, = 1.

Lemma 5.7. Denote

iy T =P
p(1—p)n
Let f be a harmonic multilinear polynomial of low degree d > 1 such that with respect to p,, E[f] = 0,

V[f] <1 and Inf][f] < 7 for all i € [n]. Suppose that T < R;d and n = Rg, for some constant R,. For any
C'-Lipschitz functional ¥ such that 1(0) = 0 and B-Lipschitz functional ¢ (where B = 1) satisfying ||¢[e < 1,

1/12
| E[¢(f)o(S)] — E[v(f)e(9)]] = COp (\de/Q )

Hp (7%

The condition Inf;[f] < 7 for all i € [n] can be replaced by the condition Infi[f], <7 for allie [n].

Proof. For M to be chosen later, define

It is not hard to check that 1 is also C-Lipschitz.

We are going to apply Proposition with @1 = f, Q2 = S/+4/p(1 —p)n, and V(y;,ys) = 1;(@/1)@5(312).
With respect to p,, V[Q2] = 1 and Inf;[Q2] = 1/(p(1 — p)n) for all ¢ € [n]. Lemma shows that
Inf{[f] = Op(< + 7), and so the cube-influences of @1, Q2 are bounded by O, (1 + £). Since

W (y1,92) — W(z1,22)] < [P(y1,92) — VY1, 22)| + [¥(y1, 22) — ¥(21,22)| < MBlys — 22| + Clyr — 21,

we see that U is (M B + C)-Lipschitz. Therefore

1/6
E[(06(5)] - EDHS) = 0, ((MB rou (74 1) ) .
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Next, we want to replace 9 with ¥. For 7 € {u,,G,} we have

B[ ()] = EWNSSN < ENEA16(S) Lueryzar] < CENfLpsae] < 57 EIf?] < 57

Therefore

g\ /6
|E[0()6(S)] ~ E[0(6(S)] = 0y ((MB A

9p
Choosing M = C/ Bpg (T + %)1/6 completes the proof. The conditions on 7, n guarantee that pg (t+ %)1/6 <

1, and so B > 1 allows us to obtain the stated error bound. O

In order to finish the proof, we combine Lemma with Lemma [5.5

Theorem 5.8. Let f be a harmonic multilinear polynomial of degree d such that with respect to vy, V[f] <1
and Infl[f] < 7 for all i € [n]. Suppose that T < I;d(SK and n > Ig/éK, for some constants I,, K. For any
C-Lipschitz functional ¢ and for e {G,, pp},

| E [0(7)] ~ BRI = 0,(C5).

The condition Inf}[f] < 7 for all i € [n] can be replaced by the condition Infi[f],, < T for allie [n].

Proof. We prove the theorem for # = G,. The version for p, then follows from the classical invariance
principle, using Lemma [5.4]

Replacing f with f —E[f] (recall that the expectation of f is the same with respect to both p, and )
doesn’t change the variance and influences of f, so we can assume without loss of generality that E[f] = 0.
Similarly, we can replace 1 with ¢ —(0) without affecting the quantity E,  [¥(f)] — E,, [¢(f)], and so we
can assume without loss of generality that ¢(0) = 0.

For a parameter o < 1 to be chosen later, define a function ¢ supported on [—o, o] by

l1+z/oc if —o<2<0,
p(x) = / .
1—z/c f0<z<o.

Note that ||¢[ = 1 and that ¢ is (1/0)-Lipschitz. Lemmal[5.7) (together with Lemma shows that

g\ V12
|E[¢(f)¢(5)] ~E[p(N)o(9)]] = CO, (0_1/2pf/2 (T N n) )
= Cop(aﬂ/ngm(#/u + 7171/24))7

assuming 7 < R, 4 and n > RZ (the condition on n implies that d is low degree).

Let o be the distribution of 21 + -+ + &, under G,. Lemma@ and Lemma@ show that
éE[w(f)(b(S)] = qH}a [A/E [w(f)]qs(%)]

p(1—p)n
= ()] E [6(A220)] = B[R] E[9(S)]

Similarly, Lemma 5.5 shows that
|E[()6()] - B (D] EL6(S)]

Hp

< > Pr[§ = P g(—2nt )| B[y (f)] — E [(f)]]

p A/p(1=p)n"" " /p(1—p)n |Vk Vpn

|[k—np|<o4/p(1-p)n

2: d
< Pr[S = k—:zp n]¢( k—rip n)|/€ — np|0p (C’\/7>
|k—np|<or/p(1—p)n te Vr(i-p) V/p(1-p) "
< E[0(5)]0,(CoVi).
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Therefore

[EWUNES)] = EWNERS] < Op(Co™ 2 2(r112 4 n=12Y) Op(CU\/ﬁI%[cb(S)])

gp Vnp Hp

Proposition [5.6| shows that

| E[0(9)] - E[e(9)]] = Op(o™ 20 10),

Hp

Moreover, Eg, [¢(f)] < CEg,[|f]] = Op(C). It follows that

E[6(S)]| E[0(N)] — E [b(N)]] < Op(Co™2pp2(rH/12 4 n=120) + Op(CU\/gLEPWS)])-

Hp Gp Vnp

It is not hard to check that Eg [¢(S)] = ©,(c), and so for n > A,0~? we have E,, [¢(5)] = ©,(c), implying

|E[(N)] = E [N < 0p(Co™2pf2(r1/12 4 n712) + Covd).

Choosing o = p/®(r1/12 4 n=1/24)2/5 /q1/5 e obtain

| B[] = E [N < Op(Cr* (7150 4 n7HE0)a10).

Vnp

It is not hard to check that if d < Bpn” and n > M, then n > Apo~?, and that if 7,n~' < p,7 then
o < 1; these are the conditions necessary for our estimate to hold. In fact, for an appropriate choice of
Yp = 7, the condition n > pzpd implies the condition d < Bpn'B , and furthermore allows us to estimate
n~160g3/10 = 0, (n=1/7%) (say), and to control the other error term similarly. This completes the proof of
the theorem. O

5.2 Corollaries

Theorem allows us to bound the Lévy distance between the distribution of a low degree polynomial with
respect to vp, and the distribution of the same polynomial with respect to G, or p,,. This is the analog of [29]
Theorem 3.19(28)].

Corollary 5.9. Let f be a harmonic multilinear polynomial of degree d such that with respect to vy, V[f] <1

and Infj[f] <7 for alli € [n]. There are parameters X,, X such that for any 0 < € < 1/2, if 7 < X%~ and

n = XJ/eX then the Lévy distance between f(vpy) and f() is at most €, for w € {Gy, pp}. In other words,
for all o,
Prl[f<o—¢—e<Pr[f<o]<Pr[f<o+e]+e

Vpn Vpn

Proof. Given o and ¢, define a function ¢ by

0 if z < o,
Y(x) =< 2=2 ifo<x<o+e,
1 ifx>o0+e

Note that v is (1/e€)-Lipschitz. Theorem shows that if 7 < I-96% and n > I?/6",

Pr(f <ol = Pr[f <o+ <E[{(f)] = E [(f)] = Op(6/e).

Vpn ™ Vpn

We can similarly get a bound in the other direction. To complete the proof, choose § = cpe2 for an appropriate
Cp- O
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Using the Carbery—Wright theorem, we can bound the actual CDF distance. This is the analog of [29]
Theorem 3.19(30)].

Proposition 5.10 (Carbery-Wright). Let f be a polynomial of degree at most d such that V[f]g, = 1. Then
for all e > 0 and all z,
Pr(lf — 2] < ] = O(de').

Corollary 5.11. Let f be a harmonic multilinear polynomial of degree d such that with respect to vy,
VIf] = 1 and Infj[f] < 7 for all i € [n]. There are parameters Y,,Y such that for any 0 < ¢ < 1/2, if
7 < (Yod)~%¥e and n = (Y,d)?/e¥'? then the CDF distance between f(vp,) and f(r) is at most €, for
€ {Gp, tip}. In other words, for all o,

|Pr(f <o]—Pr[f <0o]|<e

Vpn

Proof. It is enough to prove the corollary for m = G,, the other case following from the corresponding result
in the classical setting. Corollary and the Carbery-Wright theorem show that for 7 < X dnX and
n > X4/m* we have

Pr(f < o] <Prlf <o +u)+n < Prf < o]+ Op(dn''?).

Vpn p P

We can similarly obtain a bound from the other direction. To complete the proof, choose 1 = cp(e/d)d for an
appropriate cp. O]

All bounds we have considered so far apply only to low degree functions. We can get around this restriction
by applying a small amount of noise to the functions before applying the invariance principle itself. This is
the analog of [29, Theorem 3.20].

Even though the natural noise operator to apply on the slice is H,, from the point of view of applications
it is more natural to use U, (which we apply syntactically). Lemma shows that the difference between
the two noise operators is small.

Corollary 5.12. Let f be a harmonic multilinear polynomial such that with respect to vy, V[f] <1 and
Inff[f] < 7 for all i € [n]. There is a parameter Z, such that for any 0 < e < 1/2 and 0 < 6 < 1/2, if
7 < %0/ and n = 1/e%0/% then for m e {Gy, pp},

|V]En[¢(U175f>] - IE[dJ(Ul,(;f)]l = 0p(Ce).

Proof. Let g = Uy_sf. Let d be a low degree to be decided, and split g = gS¢ + g>¢. With respect to v,
lg=?? = X0 q(1 = 0)%|| f=*|* < (1 — 6)**. On the other hand, Theorem [5.8 shows that if 7 < I, %" and
n = I?/e" then

| E [6(g=")] - E[w(g=)]| = Op(C)

Since [lg — g=| = [ g™, Lemma and Lemma show that as long as the degree d is low,

| E [(9)] = E[¢(9)]] = Op(Ce + C(1 = §)*) = Op(Ce + Ce™*?).

Vpn

Choosing d = log(1/€)/d, the resulting error is O,(Ce). This degree is low if log(1/€)/d < Sp4/n, a condition
which is implied by the stated condition on n. O
6 Majority is stablest

Recall Borell’s theorem.
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Theorem 6.1 (Borell [3]). Let f: R™ — [0, 1] have expectation ju with respect to N(0,1)". Then S;[f] <
T, (u), where T ,(u) is the probability that two p-correlated Gaussians be at most ®~*(p).

Borell’s theorem remains true if we replace the standard Gaussian with G,. Indeed, given a function
f, define a new function g by g(z) = f(+/p(1 —p)x +p). If z ~ N(0,1) then /p(1 — p)z +p ~ G,, and so
E[fl¢, = Elg]x(o,1)- Similarly, S7[f]c, = S;[g9]n(0,1)- Indeed, if y = pz + /1 — p> N(0, 1) then

Vp(L=p)y+p=p+pv/p(l —p)z +~/1— p2N(0,p(1 — p))
=1 —=p)p+p(v/p(1=p)x+p)++/1—p>N(0,p(1 —p)).

Therefore Borell’s theorem for f and G, follows from the theorem for g and N(0, 1).

Magjority is stablest states that a similar bound essentially holds for all low influence functions on the
slice. This result was originally proved using the invariance principle in [29]. An alternative inductive proof
appears in [7].

It is known (see for example [29]) that the bound ®~1(x) is achieved by threshold functions. Corollary-
together with Lemma [3.16] shows that threshold functions achieve the bound also on the slice. Indeed, take a
threshold function f on d variables such that with respect to p,, E[f] = p and S{[f] > T'p(n) — €. Let f be

the restriction of f to the slice (E}’g) Corollary shows that E[f] = u + 0,(1) and SZ[f] =Sp[f] £ on(1).

Lemma shows that SZ[f] = S,[f] £ 0n(1). Therefore for large n, E[f] ~ p and Splf] = Tp(p) — 2e.
Our proof of majority is stablest closely follows the proof of [29, Theorem 4.4] presented in [31, §11.7].
We need an auxiliary result on I',,.

Proposition 6.2 ([29, Lemma B.6]). For each p, the function T', defined in Theorem 1s 2-Lipschitz.

Theorem 6.3. Let f: ([pril]) — [0,1] have expectation p and satisfy Infi[f] < 7 for all i € [n]. For any
0<p<1, we have

R loglogé 1 .
SpIfI<Tp(p) +Opp (logé) +0, (n> , where o = min(7, 1).

The condition Inf;[f] < 7 for all i € [n] can be replaced by the condition Infj[f], < T for allie [n].

P
Proof. We identify f with the unique harmonic multilinear polynomial agreeing with it on (gﬁ) For a

parameter 0 < § < 1/2 to be chosen later, let ¢ = Hy_sf. Note that the range of g on (E}Tg) is included in
[0,1] as well, since H;_s is an averaging operator. We have

Splf1=Splgl = Slf] = Sp-s)2Lf Zp T — (1 - g)PU D )2,

d=0
Since d < n/2, we have
pd(l—(d—l)/n)(l _ (1 o 5)2d(1—(d—1)/n)) < pd/2(1 _ (1 o 5)2d) < 2(5dpd/2.

The expansion z/(1 — x)? = 3, dz? shows that dp¥? < \/p/(1 — /p)?, and so
C C p
18501~ S5lgll < 20 o

From now on we concentrate on estimating S;[g].
Define the clumped square function Sq by

0 ifx<0,
Sq(z) =<2? if0<x<I,
1 ifx>1



It is not difficult to check that Sq is 2-Lipschitz. Corollary together with Lemma shows that for all
€>0,if 7, L < eZ/% then

_ )
153191~ 85l = | E [Sa(tt 5] ~ E[SaU50)] = 0y(6) + 0 (Y2 @)

We would like to apply Borell’s theorem in order to bound Sj[g], but g is not necessarily bounded by [0, 1]
on R™. In order to handle this, we define the function § = max(0, min(1, g)), which is bounded by [0, 1]. Let
dist[p,1] be the function which measures the distance of a point z to the interval [0,1]. The function distyg, 13
is clearly 1-Lipschitz, and so Corollary implies that under the stated assumptions on 7, %7 we have

éEUQ -4l = éE[diSt[o,l] (9)] = |VIEn[diSt[0,1] (9)] - éE[diSt[o,l] (9)]] = Op(e).
Since U, s is an averaging operator and Sq is 2-Lipschitz, we conclude that
[Splo] =Sylall = | E[Sa(Uz9)] - E[Sa(Uyza)]| = Op(e)- (3)

Lemma 3.8[shows that Eg [g] = E,,, [g9] = E,,, [f] = i, and so |Eg, [g] — u| = Op(e). Proposition implies
that I, (E[g]) < T'(1) + Op(€). Applying Borell’s theorem (Theorem [6.1)), we deduce that
Splal < Ty(E[g]) < Tp(n) + Op(e). (4)
Putting ,,, together, we conclude that
(- vo)* NG
SOLf1<T ) o|————— 26 ———.
S < Ty + 00 40 (B ) w2 VP

Taking § = €, we obtain

U1 < Tl + 0ppl) + 0, (1)

n

The bounds on 7, % now become T, % < €Zv/¢, from which we can extract the theorem. O

7 Bourgain’s theorem

Bourgain’s theorem in Gaussian space gives a lower bound on the tails of Boolean functions (in this section,
Boolean means that the range of the function is {£+1}). We quote its version from [23] Theorem 2.11].

Theorem 7.1 (Bourgain). Let f: R™ — {+1}. For any k > 1 we have, with respect to Gaussian measure

N(0, 1),
Vs
e-a (2.
Vi
While the theorem is stated for N(0, 1), it holds for G, as well. Indeed, given a function f, define a new
function g by g(z) = f(y/p(1 —p)x+p). If  ~ N(0,1) then /p(1 — p)z+p ~ G, and so V[flg, = V[g]n(0,1)-
Our definition of f=* for G, makes it clear that ¢=%(z) = f='(y/p(1 — p)z + p), where g=* is the degree i
homogeneous part of g. This implies that Hf>k\|ép = Hg>kHQN(O’1). Therefore Bourgain’s theorem for f and G,
follows from the theorem for g and N(0, 1).
Following closely the proof of [23] Theorem 3.1], we can prove a similar result for the slice.

Theorem 7.2. Fiz k > 2. Let f: (E:g) — {£1} satisfy Infi[f<F] < 7 for all i € [n]. For some constants
Wy i, C, if T < Wpf,i V[f1¢ and n = W,/ V[f]C then

e-a (M),

The condition Inf}[f] < 7 for all i € [n] can be replaced by the condition Infi[f],, < T for allie [n].
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Proof. We treat f as a harmonic multilinear polynomial. Since f is Boolean, working over v, we have

L7512 = 1 = S92 = 1752 = sen(f=5)1% = | 7557 + 1 — 2E[|£<*[].

Lemma 5.2 shows that Hfgkuép = |£<F|2(1 £ O,(k?/n)). Since the absolute value function is 1-Lipschitz,
Theorem [5.8|applied to the parameter § > 0 shows that if 7 < 1% and n > I} /6* then then |E,, [|f<*|]—
Eg, [|f<*[]| = Op(6). This shows that

k‘2
IPHE > 17— sen(F<9) 3, — (6+)

Let g = sgn(f<F). With respect to Gaussian measure G,, [f<F — g|? = |¢7*|? = Q(V[g]/Vk), using
Bourgain’s theorem (Theorem [7.1]). Putting everything together, we conclude that

I, = 0 (T8 ) —o, (54 5). (5)

It remains to lower bound V[g]g,. Note first that over vp,, V[f] = 4Pr[f = 1]Pr[f = —1], and so
Pr[f = 1],Pr[f = —1] = V[f]/4. We can furthermore assume that

Pr[fst > 2], Pr[f<F < 3] > V[f]/8,

Vpn Vpn Vpn

since if for example Pr[f<F > %] V[£]/8 then with probability at least V[f]/8 we have f = 1 and f<F < %,
and so [f7F|2 = ||f — £<F|? = % V[f1/8 = QV[f]D. Corollaryapphed with e = V[f]/16 < 1/3 shows
that for an appropriate c, if 7 —k o "/cand n = cX; k then

P/ > 4, Baly= < —4) > V(1116

(7% pn

and so Vg [g] =4V, [f]/16(1 -V, [f]/16) = Q(V, (). Combining this with (5) shows that under v,

s (M) —o, (54 2. ©)

Choosing ¢ = ¢, V[f] /Vk for an appropriate ¢p completes the proof. O

We do not attempt to match here [23, Theorem 3.2], which has the best constant in front of V[f]/v/k.

8 Kindler—Safra theorem

Theorem implies a version of the Kindler—Safra theorem [24] 22], Theorem below.
We start by proving a structure theorem for almost degree k functions. We start with a hypercontractive
estimate due to Lee and Yau [25] (see for example [I4, Proposition 6.2]).

Proposition 8.1. For every p there exists a constant r, such that for all functions f: ( ”]) - R, [Hy, fl2 <

£ lays-
This implies the following dichotomy result.

Lemma 8.2. Fiz pammeters p and k, and let f: (["]) — {41} satisfy |f7*|? = €. For anyi,j € [n], either
Inf?[f] < €/2 or Inf} ;[f] = Jpx, for some constant Jp .
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Proof. Let r = r, be the parameter in Proposition Let g = (f — f(¥))/2, so that Inf;[f] = 4] g[?. Since

g(x) € {0, +1}, Hg||i§§ = |lg|? = 4Inf;[f]. Proposition therefore implies that

(4Inf3 ()% = l9l3)s = |[Hrgls = [Heg=F(5 = r*|g="|.
Since g = (f — £(9))/2, we can bound ||g™*|? < | f>*|? = €. Therefore
(AInf5 [DY2 = r*(lg)? — ) = r*(4Int3;[f] - o).
If 4Inffj[f] > 2¢ then 4Inffj[f] —e> 4Inffj [f]/2 and so 4Inffj[f] > 2k /4. O

We need the following result, due to Wimmer [36, Proposition 5.3].

Lemma 8.3 ([36, Proposition 5.3|, [I4, Lemma 5.2]). Let f: (Eﬁg) — R. For every 7 > 0 there is a set
J € [n] of size O(Inf*[f]/7) such that Inf};[f] < T whenever i, j ¢ J.

Combining Lemma [8.2] and Lemma [8.3] we deduce that bounded degree functions depend on a constant
number of coordinates, the analog of [30, Theorem 1].

Corollary 8.4. Fiz parameters p and k. If f: (Z}) — {1} has degree k then f depends on Op (1)
coordinates (that is, [ is invariant under permutations of all other coordinates).

Proof. Apply Lemma 8.3 with 7 = J, & to obtain a set J of size O(k/Jp,x). Lemma [8.2) with € = 0 shows that
for i,j ¢ J we have Infj;[f] = 0, and so f is invariant under permutations of coordinates outside of J. [

Using Bourgain’s tail bound, we can deduce a stability version of Corollary [8:4] namely a Kindler-Safra
theorem for the slice.
Theorem 8.5. Fix the parameter k > 2. Let f: (E:g) — {£1} satisfy ||f7¥|?> = €. There exists a function

h: (gg) — {1} of degree k depending on Oy (1) coordinates (that is, invariant under permutations of all
other coordinates) such that

1
I =hl* = Op (e”c + nl/c) !

for some constant C.

Proof. Let F = f<F. We can assume that 2¢ < Jpk/2, since otherwise the theorem is trivial. Apply
Lemma [8.3| to F' with parameter 7 = J,, ,, — 2¢ > J,, /2, obtaining a set J of size O(k/7) = O, x(1). It is not
hard to check that

Inf};[F] < Inf;[f] < Infj;[F] + 2| f7%|? = Inf},[F] + 2.
Therefore if i, j ¢ J then Inf;[f] < 7 + 2¢ = Ji;, and so Lemma shows that Inf};[F] < Inf;[f] = O(e).

For x € {0,1}”7, let G, and g, result from F and f (respectively) by restricting the coordinates in .J to the
value z. It is not hard to check that Prg.,,, [S|; = z] = (p — O,(|J|/n))l/l = Q, (1), as long as n > N,
for some constant N, x; if n < Ny, x then the theorem is trivial. We conclude that Inf;[G.] = O, x(e) for
all i,j ¢ J and |G, — g2|* = 97" ]* = Op,x(€). Together these imply that Infj;[g,] = Op x(€) for all 4, ¢ J,
and so Inf}[g,] = Op i (€) for all ¢ ¢ J.

We can assume that n — |J| > n/2 (otherwise the theorem is trivial) and that the skew p, of the
slice on which G, g, are defined satisfies p, = p + O,(]J|/n) = ©(p), and so Theorem implies that
either max; Inf[g,] > iji V[g2]€, or n < 2W, 1/ V][9], or V[g.] = OWkE|g>*|?) = Opx(e). Since
max; Inf?[g,] = O, x(€), we conclude that

1
V[gm] = Op,k (Gl/c + nl/C> .
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Define a function g by g(S) = E[gg|,]. The bound on V[g,] implies

1
£ = 3l* = Op (e“c + nl/c) :

If we let h = sgn g then we obtain the desired bound | f — h||*> < 4|f — g|>.

It remains to show that h has degree k if € is small enough and n is large enough. We can assume without loss
of generality that J = [M], where M is the bound on |J|. We have | f —h[? = | f>* — h>F|2 = (|h>F] — Ve)2.
Therefore

1
|h7*| < Ve + Opi (61/20 + n1/zc> :

On the other hand, we can write h as a Boolean function H of z1,...,zp. Lemma shows that
degh < deg H, and so degh > k implies that deg H > k. Corollary (5) implies that for large enough n,
|h>*| = Q. (1). Since there are only finitely many Boolean functions on a1, ...,z which can play the role
of H, we conclude that if € is small enough and n is large enough then degh < k. O

We conjecture that Theorem [8.5 holds with an error bound of O,, 1 (e) rather than O, x(¢'/¢ + 1/n'/©).

9 t-Intersecting families

As an application of Theorem [8.5] we prove a stability result for the ¢-intersecting Erd6s—Ko—Rado theorem,
along the lines of Friedgut [18]. We start by stating the ¢-intersecting Erdés—Ko-Rado theorem, which was
first proved by Wilson [35].

Theorem 9.1 ([35]). Lett > 1,k >1t, andn = (t + 1)(k —¢ + 1). Suppose that the family F < ([Z]) is
t-intersecting: every two sets in F have at least t points in common. Then:

(a) |Fl < (7))

() Ifn>(t+1)(k—t+1) and |F| = (}7}) then F is a t-star: a family of the form
f:{Ae<[Z]>;SgA}, S| = t.
(c) Ift=2,n=(t+1)(k—t+1) and |F| = (}°}) then F is either a t-star or a (t,1)-Frankl family:
_ (1Y _
F={Ae . AN S|=t+1}, S| =t+2.

The case t = 1 is the original Erdés—Ko—Rado theorem [12]. Ahlswede and Khachatrian [ [3] found the
optimal ¢-intersecting families for all values of n, k, t.

A stability version of Theorem [9.1{ would state that if [F| ~ (}}) then F is close to a t-star. Frankl [I5]
proved an optimal such result for the case ¢ = 1. Friedgut [I8] proved a stability result for all ¢ assuming that
k/n is bounded away from 1/(t + 1).

Theorem 9.2 ([18]). Let t > 1, k > t, \,{ > 0, and An < k < (77 — {)n. Suppose F < ([Z]) is a

t-intersecting family of measure |F| = (Z:;) —€(}). Then there exists a family G which is a t-star such that

|FAG]
(&)
Careful inspection of Friedgut’s proof shows that it is meaningful even for sub-constant ¢, but only as
long as ¢ = w(1/4/n). We prove a stability version of Theorem which works all the way up to { = 0.

= Ot,A,C(€>-
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Theorem 9.3. Lett>2, k>t+1andn= (t+1)(k—t+1)+r, wherer > 0. Suppose that k/n > X for
some A > 0. Suppose F < ([Z]) is a t-intersecting family of measure |F| = (Z:;) —€(}). Then there exists a
family G which is a t-star or a (t,1)-Frankl family such that

1/c
|}—fg‘ = O, ) | max <k) ,1 /¢ 4+ L ,
(v) r nt/¢
for some constant C.

Furthermore, there is a constant A,y such that € < Ay min(r/k,1)9*! implies that G is a t-star.

Subsequent to our work, a better bound has been obtained by Keller and Lifshitz [20], improving on
Theorem [9.3]

Friedgut’s approach proceeds through the u, version of Theorem m first proved by Dinur and Safra [§]
as a simple consequence of the work of Ahlswede and Khachatrian. The special case p = 1/d (where d > 3)
also follows from earlier work of Ahlswede and Khachtrian [2], who found the optimal t-agreeing families in
VAR

Theorem 9.4 ([8,[18],[13]). Lett > 1 and p < 1/(t+ 1). Suppose that F < {0,1}" is t-intersecting. Then:
(@) 1p(F) < 0" 8]

(b) If p<1/(t+1) and p,(F) = p' then F is a t-star [1§)].

(c) Ift =2, p=1/(t+1) and p,(F) = p' then F is either a t-star or a (t,1)-Frankl family [13].

Friedgut [18] deduces his stability version of Theorem from a stability version of Theorem
While Friedgut’s stability version of Theorem is meaningful for all p < 1/(¢ + 1), his stability version
of Theorem is meaningful only for k/n < 1/(t + 1) — w(1/4/n). A more recent stability result for
compressed cross-t-intersecting families due to Frankl, Lee, Siggers and Tokushige [I6], using completely
different techniques, also requires k/n to be bounded away from 1/(¢ + 1). A better stability result, due to
Ellis, Keller and Lifshitz [I1], also requires k/n to be bounded away from 1/(t + 1). Recently, Keller and
Lifshitz [20] managed to obtain a stability result which works for all p € (0,1/2).

Friedgut’s argument combines a spectral approach essentially due to Lovasz [26] with the Kindler-Safra
theorem [24] [22]. Using Theorem instead of the Kindler-Safra theorem, we are able to obtain a stability
result for the entire range of parameters of Theorem We restrict ourselves to the case t > 2.

Our starting point is a calculation due to Wilson [35].

Theorem 9.5 ([35]). Lett =2, k>t+1, andn > (t+1)(k—t+1). There exists an ([z]) X ([Z]) symmetric

matriz A such that Ags =1 for all S € ([Z]), Asr =0 for all S #T € ([Z]) satisfying |S " T| = t, and for
all functions f: ([Z]) — R,

Moo k1 i\[(k—e\[(n—k—e+i\(n—k—t+i\ "
_ =e o —1—e _1\¢
Af = DA™ e = T4 (=177 3 D( k—t >( i >( k—e >< k—t > '

e=0 =0

The eigenvalues A\, satisfy the following properties:
n\ (n—t\—1
(a) o= (}) (2
(b)) My =---=X=0.

(¢) Aty2 =0, with equality if and only if n = (t+1)(k—t+1).

(d) Aiy1 > Aeg2 and Ae > Appo for e > €+ 2.
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Wilson’s result actually needs n > 2k, but this is implied by our stronger assumption k > ¢t + 1 (Wilson
only assumes that k > ¢) since (t + 1)(k—t+1)—2k=(t—1)(k— (t+ 1)) = 0.
We need to know exact asymptotics of A\;ys.

Lemma 9.6. Lett>2, k=t+1andn=(t+1+p)(k—t+1), where p > 0. Let A = A\y12 be the quantity
defined in Theorem[9.5 Then
A= Q(min(p, 1)), lim A =1.

p—0
Proof. Wilson [35, (4.5)] gives the following alternative formula for A:

A_1_<t+1>Z (t—l)(ngr_%)w

= i+2

Algebraic manipulation shows that

t—1 k—t
. t+1\ (i)
= i+2) (")
Calculation shows that n —k —t = (t + p)(k — ¢t + 1) — 2t + 1. Therefore

t—1 k—t

: t+1 (z 2)

A=1- Z(Z +1) (z + 2) ((t+p)(k7til)f2t+1+i) :
i=0 i+2

This formula makes it clear that lim, ,, A = 1, and that X is an increasing function of p.
Assume now that p < 1. Then

)\=1—:Z::(i+1)<:j;;>(t+p)_i_2 (uot (;))

Let us focus on the main term. Setting oo = 1/(t + p), we have

t—1 t—1 —
. RS N~ t+1\ s E+1\ oo
Z(z+1)<i+2)a —Z(l+2)<i+2)a i19)®

=0 i=0

_ <>z (ijl)w_t_o (L 2)ai
_(t+1)azt:1<’;) f(t;@)m

i= =2
=(t+Da((l+a) —1)—
=1-(1+a) (1—ta).

N gl

(1+a)' —1—(t+1a)

Substituting o = 1/(t + p), we obtain

t—1
t+1 ‘ t 1)t t+1 t
E(i+1)(-+ >(t+p)22:1(+p+t) P :17p(+ ':pl)
= i+2 t+p)?t t+p (t+ p)tt

Therefore when p < 1

)

_plt+1+p) 1
A =0 1)
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In particular, we can find some constant C; such that

A}(t—kl—kp)t( Ct>

(t + p)t+1 k

Therefore for 2C;/k < p < 1, we have A = Q;(p). Since A is an increasing function of p, this shows that for
p = 2C;/k, we have A = Q;(min(p, 1)).

In order to finish the proof, we handle the case p < Ci/k. Consider n = (¢t + 1)(k —t + 1) + 1. The value
of 1 — A in this case is

t—1 k—t
t+1\[t—1 (712)
1=A= Z <z + 2> ( i ) (t(k7t+1—)~;2t+2+i)

i=0 i+2
g (t + 1) <t - 1) (*) (1 i+2 )
- ; i k—t+1)—2t+1+i - _ _ i
“\i+2 i (t( +112 T tk—t+1)—2t+2+1
The value of the last expression without the correction term 1 — W—Q%HH is exactly 1 by Theorem

and so

2 1
A= = (- ).
te—t+1)—2t+2 t(k)
Since A is increasing in p, this shows that for all p > 0 we have A = Q,(1/k). If also p < Cy/k then this
implies that A = Q;(p), finishing the proof. O

We need a similar result comparing the measures of t-stars and (¢, 1)-Frankl families.

Lemma 9.7. Lett 22, k>t+1andn=(t+1+p)(k—t)+t+1, where p> 0. Let m be the measure of a
t-star, and let my be the measure of a (t,1)-Frankl family. Then

m—m m—m

=1.

= Q(min(p, 1)), lim

m p—o  m

Proof. We have

Computation shows that

mom_ t+2)n—k)Ek-t)+(k—-t)(k—t—1)
my (n—t)(n—t—1) '

If n=(t+1)(k—t+ 1)+ r then calculation shows that

m—m1_T(r—l—t(k‘—t)—l—l)>n—t_1r(r+t(k_t))
m (n—t)n—t—1) " n—-t (n—t—1)2"

Substituting r = (k — t)p, we obtain

m—mi _n—t-1 (k—t)?plp+t)  n—t—1 p(t+p)

m  n—t (k—t)2(t+1+p)? n—t (t+1+p)?

This shows that lim, ,(m—m1)/my = 1. Sincen > (t+1)(k—t+1) > t+2 implies (n—t—1)/(n—t) > 1/2,
we also get

m—mi _ _ p(t+p)
my 2t +14p)?

As p — o, the lower bound tends to 1/2, and in particular, we can find ¢; such that for p > ¢, we have
(m —mq)/my = 1/3. When p < ¢, we clearly have (m — mq)/my = Q¢(p), completing the proof. O
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The method of Lovéasz [26] as refined by Friedgut [18] allows us to deduce an upper bound on | f>*||? for
the characteristic function of a t-intersecting family.

Lemma 9.8. Lett > 2, k>t+1andn = (t+1)(k—t+1)+r, wherer > 0. Let F < ([Z]) be a t-intersecting
family, and f its characteristic function. Then

(i0)

(k)

712 = 0 (max (£.1) ) - 0~ ELD. where m =

Proof. Let A be the matrix from Theorem Since || f=%| = E[f],

E[f] = (f,Af) 2 M ELf + Ao £

This already implies that E[f] < Ay* = m. Since \g = m~! and E[f] < m, we conclude that

Hf>tH2 < E[f] _m_l E[f]2 _ E[f](l _m_l ]E[f]) < m_E[f]

- ~
At+2 >\t+2 )\t+2

Lemma [9.6] completes the proof. O

In order to prove our stability result, we need a result on cross-intersecting families.

Theorem 9.9 ([I7]). Let F < ([Z]) and G < ([Z]) be cross-intersecting families: every set in F intersects
every set in G. If n =2 a+b and b = a then

Feioi< () - (", ) e (h):

We can now prove our stability result.

Proof of Theorem[9.3 In what follows, all big O notations depend on ¢ and \. We can assume that n
is large enough (as a function of ¢ and ), since otherwise the theorem is trivial. We use the parameter
p = (k—t+ 1)/n which satisfies \/2 <p < 1/(t + 1).

Let f be the characteristic function of F, so that E[f] = m—e, where m = (Z::)/(’;) Lemmashows that
[£7t? = O(max(k/r,1))e, and so Theorem [8.5{shows that | f —g|? < d for the characteristic function g of some
family G depending on J = .J; coordinates, for some constant .J;, where § = O(max((k/r)"/¢,1)e'/C +1/n/©);
here we use the fact that A < k/n < 1/2. We want to show that if ¢ is small enough (as a function of ¢) then
G must be a t-star or a (¢, 1)-Frankl family; if § is large then the theorem becomes trivial.

We start by showing that if § is small enough then G must be t-intersecting. Suppose without loss of
generality that G depends only on the first J coordinates. We will show that J = G|;;; < {0,1}/ must be
t-intersecting. If 7 is not t-intersecting, then pick A, B € J which are not t-intersecting, with |A| > |B|. Let
A={se () avse Frand B={se (L)) : BuSeF}. Sincen > (t+1)k— (2 —1) and k > An,

if n is large enough then (k — |A]) + (k —|B|) < n —2J, and so Theoremshows that |A| + |B] < (”_‘] ).

Theref ko1l
2 [FAG] (kn—_lil) Al NT—|A| 1 -
If—gl” = ®) = 0 p (1 —p) (1 +0 (p(lp)n)) = Q(1),

using Lemma (for large enough n) and the fact that p > A/2. We conclude that if § is small enough,
J = Gl[s) must be t-intersecting.

Next, we show that if ¢ is small enough then G must be either a t-star or a (¢,1)-Frankl family. If G
is neither then y,(J) < p' for all 0 < p < 1/(t + 1) by Theorem and in particular, since p > \/2,
pp(JT) < p* —~ for some v > 0; here we use the fact that there are finitely many t-intersecting families on J
points. Since vi(J) = pup(J)(1 £ O(1/n)) due to Lemma for large enough n and small enough € we have

If —gl” = (E[f] - E[g])* = (v(1 £ O(1/n)) — €)* = Q(1).
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We deduce that if n is large enough and e is small enough then G is either a t-star or a (¢, 1)-Frankl family.

It remains to show that if € < A; ) min(r/k, 1)°*! then G cannot be a (¢,1)-Frankl family. Define
7 = min(r/k,1). Let m; be the measure of a (¢, 1)-Frankl family. Lemma shows that m —my = Q(7)
(since p > A\/2 implies m = (1)). Therefore if G is a (¢, 1)-Frankl family then E[g] < m — Q(7). On the other
hand, E[g] = E[f] — 6 = m — e — O((¢/7)"/€ + 1/n'/€). Put together, we obtain

Q1) < e+ O((e/T)VC +1/nYC).
Choose a constant ¢ so that € < ¢r implies
Q1) < O((e/T)VC +1/nV/);

if € > c7 then the theorem becomes trivial. The inequality implies that 7¢ = O(e/7) and so 7¢*! = O(e),
contradicting our assumption on e for an appropriate choice of A; . O

Our conjecture on the optimal error bound in Theorem implies an error bound of Oy (max(k/r,1)e)
in Theorem 9.3

10 Open problems
Our work gives rise to several open questions.

1. Prove (or refute) an invariance principle comparing v, and =, , for arbitrary (non-harmonic) multilinear
polynomials. Subsequent to this work, such an invariance principle has been proved in [28].

2. Prove a tight version of the Kindler-Safra theorem on the slice (Theorem [8.5)).

3. The uniform distribution on the slice is an example of a negatively associated vector of random variables.
Generalize the invariance principle to this setting.

4. The slice ([Z]) can be thought of as a 2-coloring of [n] with a given histogram. Generalize the invariance

principle to c-colorings with given histogram.

5. The slice ([Z]) has a g-analog: all k-dimensional subspaces of Fy for some prime power g. The analog
of the Boolean cube consists of all subspaces of Fy weighted according to their dimension. Generalize
the invariance principle to the g-analog, and determine the analog of Gaussian space.
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