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Doctor of Philosophy, University of Toronto, Canada (Sept. 2004n-2410)
Department of Computer Science, Machine Learning Group

Thesis Title: Visual Object Recognition Using Generative Models of Images

Supervisor: Geoffrey E. Hinton

Master of Engineering, McGill University, Canada (Jan. 2002 — M2abdv)
Department of Electrical and Computer Engineering, Centre for Intelliymhines

Thesis Title: Learning-Based People Detection Systems for Video Surveillanc

Supervisor: James J. Clark

GPA: 4.00/4.00

Bachelor of Engineering, McGill University, Canada (Sept. 1998 —2601)
Electrical Engineering (Honours)
GPA: 3.94/4.00

INDUSTRIAL RESEARCHAPPOINTMENT S Lottt ettt ettt et e e et ettt aie s

Research Scientist, Yahoo! Labs Bangalore (Oct. 2010-)
Manager: Dr. Rajeev Rastogi

Research Consultant (part-time), VisionSphere Technologies Incirén(Jan. 2001 — Jan. 2002)
Supervisor: Prof. Martin D. Levine

ACADEMIC RESEARCHA PP OINTMENTS & .ottt et e e e i

Postdoctoral Fellow, University of Toronto (Feb. —June 2010)
Department of Computer Science, Machine Learning Group
Supervisor: Prof. Geoffrey E. Hinton

Research Assistant, University of Toronto (Sep. 2004 — Jan. 2010)
Department of Computer Science, Machine Learning Group
Supervisor: Prof. Geoffrey E. Hinton

Research Assistant, McGill University (May — Aug. 2004)
Department of Computer Science, Reasoning and Learning Laboratory
Supervisor: Prof. Doina Precup

Research Assistant, McGill University (Jan. 2002 — Dec. 2003)
Dept. of Elec. & Comp. Eng., Centre for Intelligent Machines
Supervisor: Prof. James J. Clark

Research Assistant, McGill University (May — Aug. 2000)
Dept. of Elec. & Comp. Eng., Centre for Intelligent Machines
Supervisor: Prof. James J. Clark

SCHOLARSHIPS ANDAWARDS .ottt ettt ettt et e ettt e et e e et e e e et

Fonds Quebecois de la Recherche sur la Nature et les TechnologieseBde doctorat en recherche
(CAD $20,000, 2006—2007)


www.cs.toronto.edu/~vnair

e Natural Sciences and Engineering Research Council (NSERC) oti@aRastgraduate Scholarship
(Doctoral) (CAD $42,000, 2004—2006)

e NSERC Postgraduate Scholarship (Master’s) (CAD $34,600, 200220
e Second prize for best poster, Precarn/IRIS Conference, Calganada (CAD $1,000, June 2002)

e McConnell Award from McGill University for top 5% of all students in thedtity of Engineering
(CAD $1,000, Sept. 2000)

e NSERC Undergraduate Student Research Award (CAD $5000, Magtgt 2000)

e McConnell Award from McGill University for top 5% of all students in thedadty of Engineering
(CAD $500, Sept. 1999)

e McConnell Admission Scholarship from McGill University (CAD $8,0009892001)
e Dean’s List award from Champlain College, Saint-Lambert, Canada, ii3%b of all students in the

college (1997, 1998)
e Governor General's Academic Medal, awarded to the student graduatihghe highest average

grade from a high school (1996)
TEACHING oottt

e Course Instructor, Department of Computer Science, University ajrior
CSC 190: Computer Algorithms, Data Structures and Languages
The course covered various data structures such as linked lists, e gsaghs, algorithms for sort-
ing and searching, and theoretical analysis of their running time. (Win29)20

e Teaching Assistant, Department of Computer Science, University ohl@ro

CSC 190: Computer Algorithms, Data Structures and Languages (Wint8) 200
CSC 180: Introduction to Computer Programming (Fall 2008, 2009)
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e Food server at The Scott Mission food bank, Toronto, Canada j2010

e Core Volunteer for the Saturday Program, a tutoring service organigebebFaculty of Medicine,
University of Toronto, for struggling high school students from inoigy-schools. (2008, 2009)

e Peer tutor at the Learning Centre, Champlain College, Saint-Lambert, &ahelping junior stu-
dents with mathematics courses. (Jan. — May 1998)
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1. Nakul Verma, Dhruv Mahajan, Sundararajan Sellamanickam, & Vinad Na
Learning Hierarchical Similarity Metrics
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Hdbvidence, USA

2. Vinod Nair, Dhruv Mahajan, & Sundararajan Sellamanickam
A Unified Approach to Learning Task-Specific Bit Vector Representatamriast Nearest Neighbor
Search
World Wide Web Conference (WWW) 2012, Lyon, France.

3. Dhruv Mahajan, Sundararajan Sellamanickam, & Vinod Nair
A Joint Learning Framework for Attribute Models and Object Descriptions
International Conference on Computer Vision (ICCV) 2011, Barcel&pain.
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Vinod Nair & Geoffrey E. Hinton
Rectified Linear Units Improve Restricted Boltzmann Machines
International Conference on Machine Learning (ICML) 2010, Hagegel

Vinod Nair & Geoffrey E. Hinton
3D Object Recognition Using Deep Belief Nets
Advances in Neural Information Processing Systems 22 (NIPS), 2@0&ouver, Canada

Vinod Nair & Geoffrey E. Hinton
Implicit Mixtures of Restricted Boltzmann Machines
Advances in Neural Information Processing Systems 21 (NIPS), 2@0®0ouver, Canada

Vinod Nair, Josh Susskind, & Geoffrey E. Hinton
Analysis-by-Synthesis by Learning to Invert Generative Black Boxes
International Conference on Atrtificial Neural Networks (ICANN)08) Prague, Czech Republic

llya Sutskever & Vinod Nair
Mimicking Go Experts Using Convolutional Neural Networks
International Conference on Atrtificial Neural Networks (ICANN)08) Prague, Czech Republic

Geoffrey E. Hinton & Vinod Nair
Inferring Motor Programs from Images of Handwritten Digits
Advances in Neural Information Processing Systems 19 (NIPS), 2@0&ouver, Canada

Vinod Nair, Pierre-Olivier Laprise, & James J. Clark
An FPGA-based people detection system
EURASIP Journal on Applied Signal Processing, Vol. 7, pp 1047:12605

Vinod Nair & James J. Clark

An unsupervised, online learning framework for moving object detection

IEEE Conference on Computer Vision and Pattern Recognition (CVPRY,20ashington, D.C.,
USA

Vinod Nair & James J. Clark
Automated Visual Surveillance Using Hidden Markov Models
15th Vision Interface Conference, 2002, Calgary, Canada

“Learning Task-Specific Bit Vector Representations for Fast &saddeighbor Search.” Invited talk
at COMAD 2011, Bangalore, India, December 2011.

“Learning Feature Hierarchies for Object Recognition with Deep Ba&lab.” Department of Com-
puter Science and Automation, Indian Institute of Science, Bangalotie, Widgust 2010.

. “Learning Feature Hierarchies for Object Recognition with Deep Bélats.” Department of Com-

puter Science and Engineering, Indian Institute of Technology Ma@teennai, India, August 2010.

. “Rectified Linear Units Improve Restricted Boltzmann Machines.” Intéonal Conference on Ma-

chine Learning, Haifa, Israel, June 2010.

“Rectified Linear Units Improve Restricted Boltzmann Machines.” Usiiterof Toronto Machine
Learning Seminar, Toronto, Canada, March 2010.

“Deep Belief Nets for Visual Object Recognition.” University of Toto Machine Learning Seminatr,
Toronto, Canada, November 2008.

“Analysis-by-Synthesis by Learning to Invert Generative Blackd®d’ International Conference on
Artificial Neural Networks, Prague, Czech Republic, September 2008.

. “Inverting Generative Black Boxes Using Breeder Learning."wdrsity of Toronto Machine Learn-

ing Seminar, Toronto, Canada, April 2007.

. “Learning to Do Vision by Inverting a Graphics Model.” University afrdbnto Machine Learning

Seminar, Toronto, Canada, April 2006.
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“Inferring Motor Programs from Images of Handwritten Digits.” Na&lu€omputation and Adaptive
Perception Summer School, Toronto, Canada, August 2005.

“Inferring Motor Programs from Images of Handwritten Digits.” McGikiversity Computer Vision
Seminar, Montreal, Canada, June 2005.

“An Unsupervised, Online Learning Framewaork for Moving Objeetdztion.” IEEE Conference on
Computer Vision and Pattern Recognition, Washington, D.C., USA, June 2004



